
BABEL: Bodies, Action and Behavior with English Labels

Abhinanda R. Punnakkal∗,1 Arjun Chandrasekaran∗,1 Nikos Athanasiou1

Alejandra Quirós-Ramı́rez2 Michael J. Black1
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Abstract

Understanding the semantics of human movement – the

what, how and why of the movement – is an important prob-

lem that requires datasets of human actions with seman-

tic labels. Existing datasets take one of two approaches.

Large-scale video datasets contain many action labels but

do not contain ground-truth 3D human motion. Alterna-

tively, motion-capture (mocap) datasets have precise body

motions but are limited to a small number of actions. To

address this, we present BABEL, a large dataset with lan-

guage labels describing the actions being performed in mo-

cap sequences. BABEL consists of language labels for over

43 hours of mocap sequences from AMASS, containing over

250 unique actions. Each action label in BABEL is precisely

aligned with the duration of the corresponding action in the

mocap sequence. BABELalso allows overlap of multiple ac-

tions, that may each span different durations. This results

in a total of over 66000 action segments. The dense annota-

tions can be leveraged for tasks like action recognition, tem-

poral localization, motion synthesis, etc. To demonstrate

the value of BABEL as a benchmark, we evaluate the per-

formance of models on 3D action recognition. We demon-

strate that BABEL poses interesting learning challenges

that are applicable to real-world scenarios, and can serve

as a useful benchmark for progress in 3D action recogni-

tion. The dataset, baseline methods, and evaluation code

are available and supported for academic research pur-

poses at https://babel.is.tue.mpg.de/.

1. Introduction

A key goal in computer vision is to understand human

movement in semantic terms. Relevant tasks include pre-

dicting semantic labels for a human movement, e.g., action

recognition [12], video description [37], temporal localiza-

tion [26, 39], and generating human movement that is con-

ditioned on semantics, e.g., motion synthesis conditioned

∗ Denotes equal contribution.
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Figure 1. People moving naturally often perform multiple actions

simultaneously, and sequentially, with transitions between them.

Existing large-scale 3D mocap datasets, however, describe an en-

tire sequence with only a single action label. In BABEL, all frames

and all actions are labeled. Each frame label is precisely aligned

with the frames representing the action (colored wedge). This in-

cludes simultaneous actions (overlapping wedges) and transitions

between actions (gray wedges).

on actions [10], or sentences [3, 17].

Large-scale datasets that capture variations in human

movement and language descriptions that express the se-

mantics of these movements, are critical to making progress

on these challenging problems. Existing datasets contain

detailed action descriptions for only 2D videos, e.g., Activ-

ityNet [26], AVA [9] and HACS [39]. The large scale 3D

datasets that contain action labels, e.g., NTU RGB+D 60

[27] and NTU RGB+D 120 [40] do not contain ground truth

3D human motion but only noisy estimates. On the other

hand, motion-capture (mocap) datasets [2, 8, 11, 14] are

small in scale and are only sparsely labeled with very few

actions. We address this shortcoming with BABEL, a large

dataset of diverse, densely annotated, actions with labels for

all the actions in a motion capture (mocap) sequence.

We acquire action labels for sequences in BABEL, at

two different levels of resolution. Similar to existing mo-

cap datasets, we collect a sequence label that describes the

action being performed in the entire sequence, e.g., jump

over obstacle in Fig. 1. At a finer-grained resolution,

the frame labels describe the action being performed at each

frame of the sequence, e.g., stand, run, etc. The frame
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labels are precisely aligned with the corresponding frames

in the sequence that represent the action. BABEL also cap-

tures simultaneous actions, e.g., jump over obstacle

and support body with right hand. We ensure

that all frames in a sequence are labeled with at least one ac-

tion, and all the actions in a frame are labeled. This results

in dense action annotations for high-quality mocap data.

BABEL leverages the recently introduced AMASS

dataset [20] for mocap sequences. AMASS is a large corpus

of mocap datasets that are unified with a common represen-

tation. It has > 43 hours of mocap data (13220 sequences)

performed by over 346 subjects. The scale and diversity of

AMASS presents an opportunity for data-driven learning of

semantic representations for 3D human movement.

Most existing large-scale datasets with action labels

[2, 11, 19, 21, 26, 27, 39, 40] first determine a fixed set

of actions that are of interest. Following this, actors per-

forming these actions are captured (3D datasets), or videos

containing the actions of interest are mined from the web

(2D datasets). While this ensures the presence of the action

of interest in the sequence, all other actions remain unla-

beled. The sparse action label for a sequence, while useful,

serves only as weak supervision for data-driven models that

aim to correlate movements with semantic labels. This is

suboptimal. 3D datasets such as NTU RGB+D [19, 27] and

HumanAct12 [40] handle this shortcoming by cropping out

segments that do not correspond to the action of interest

from natural human movement sequences. While the action

labels for the short segments are accurate, the cropped seg-

ments are unlike the natural, continuous human movements

in the real-world. Thus, the pre-segmented movements are

less suitable as training data for real-world applications.

Our key idea with BABEL is that natural human move-

ment often involves multiple actions and transitions be-

tween them. Thus, understanding the semantics of natu-

ral human movement not only involves modeling the re-

lationship between an isolated action and its correspond-

ing movement but also the relationship between different

actions that occur simultaneously and sequentially. With

BABEL, our goal is to provide accurate data for statistical

learning, which reflects the variety, concurrence and tempo-

ral compositions of actions in natural human movement.

The current version of BABEL contains dense action an-

notations for about 43.5 hours of mocap from AMASS, with

9421 unique language labels. Via a semi-automatic process

of semantic clustering followed by manual categorization,

we organize these into 252 actions such as greet, hop,

scratch, dance, play instrument, etc. These ac-

tions belong to 8 broad semantic categories involving sim-

ple actions (throw, jump), complex activities (martial

arts, dance), body part interactions (scratch, touch

face), etc. (see Sec. 3.4). There are a total of 66289 action

segments, and a single mocap sequence has 5.01 segments

on average, with 3.4 unique actions. We collect the action

labels and alignments by adapting an existing web annota-

tion tool, VIA [6] (see Sec. 3.1). Labelling was done by

using Amazon Mechanical Turk [1].

We benchmark the performance of models on BA-

BEL for the 3D action recognition task [27]. The goal is to

predict the action category, given a segment of mocap that

corresponds to a single action span. Unlike existing datasets

containing carefully constructed segments for the actions of

interest, action recognition with BABEL more closely re-

sembles real-world applications due to the long-tailed dis-

tribution of classes in BABEL. We demonstrate that BA-

BEL presents interesting learning challenges for an exist-

ing action recognition model that performs well on NTU

RGB+D 60. In addition to being a useful benchmark for ac-

tion recognition, we believe that BABEL can be leveraged

by the community for tasks like pose estimation, motion

synthesis, temporal localization, few shot learning, etc.

In this work, we make the following contributions: (1)

We provide the largest 3D dataset of dense action labels

that are precisely aligned with their corresponding move-

ment spans in the mocap sequence. (2) We categorize the

raw language labels into over 250 action classes that can

be leveraged for tasks requiring categorical label sets such

as 3D action recognition. (3) We analyze the actions oc-

curring in BABEL sequences in detail, furthering our se-

mantic understanding of mocap data that is already widely

used in vision tasks. (4) We benchmark the performance of

baseline 3D action recognition models on BABEL, demon-

strating that the distribution of actions that resembles real-

world scenarios, poses interesting learning challenges. (5)

The dataset, baseline models and evaluation code are pub-

licly available for academic research purposes at https:

//babel.is.tue.mpg.de/.

2. Related Work

Language labels and 3D mocap data. We first briefly re-

view the action categories in large-scale 3D datasets, fol-

lowed by a more detailed comparison in Table 1. The

CMU Graphics Lab Motion Capture Database (CMU) [2]

is widely used, and has 2605 sequences. The dataset has

6 semantic categories (e.g., ‘human interaction’, ‘interac-

tion with environment’) that, overall, contain 23 subcat-

egories, e.g., ‘two subjects’, ‘playground’, ‘pantomime’.

Human3.6M [14] consists of 12 everyday actions in 6 se-

mantic categories such as ‘walking variations’ (‘walking

dog’, ‘walking pair’), ‘full body upright variations’ (‘greet-

ing’, ‘posing’), etc. MoVi [8] consists of everyday ac-

tions and sports movements e.g., ‘clapping hands’, ‘pre-

tending to take picture’, etc. KIT Whole-Body Human Mo-

tion Database (KIT) [21] focuses on both human move-

ment and human-object interaction [32] containing grasp-

ing and manipulation actions in addition to activities such
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Dataset GT motion? # Actions # Hours Per-frame? Continuous?

CMU MoCap [2] X 23 9 ✗ X

MoVi [8] X 20 9 ✗ X

Human3.6M [14] X 17 18 ✗ X

LaFan1 [11] X 12 4.6 ✗ X

HumanAct12 [10] ✗ 12 6 ✗ ✗

NTU RGB+D 60 [27] ✗ 60 37 ✗ ✗

NTU RGB+D 120 [19] ✗ 120 74 ✗ ✗

BABEL (ours) X 252 43.5 X X

Table 1. Comparison of existing datasets containing action labels for human movement. GT motion indicates whether the human

movements are accurate (mocap) or noisy estimates (e.g., via tracking). # Actions indicates the total count of action categories in

each dataset. # Hours indicates the total duration of all sequences in the dataset. Per-Frame? indicates whether the action labels are

precisely aligned with the corresponding spans of movement in the sequence. Continuous? indicates whether the movement sequences

are original, continuous, human movements or short cropped segments containing specific actions. BABEL uniquely provides large-scale

dense (per-frame) action labels for natural, continuous, ground-truth human movement data.

as climbing and playing sports. LaFan1 [11] is a recent

dataset containing 15 different actions, including locomo-

tion on uneven terrain, free dancing, fight movements, etc.

These characterize the movement in the entire mocap se-

quence via simple tags or keywords. In contrast, the KIT

Motion-Language Dataset [21] describes motion sequences

with natural language sentences, e.g., ‘A person walks back-

ward at a slow speed’. While our motivation to learn seman-

tic representations of movement is similar, action labels in

BABEL are precisely aligned with the sequence.

Frame actions labels in 3D mocap. The CMU MMAC

dataset [30] contains precise frame labels for a fixed set of

17 cooking actions (including ‘none’). Arikan et al. [4] and

Muller et al. [23] partially automate labeling temporal seg-

ments for mocap using action classifiers. While these works

assume a known, fixed set of classes, in BABEL, we iden-

tify and precisely label all actions that occur in each frame.

Action labels and tracked 3D data. NTU RGB+D 60

[27] and 120 [19] are large, widely used datasets for 3D

action recognition. In NTU RGB+D, RGBD sequences are

captured via 3 Kinect sensors which track joint positions

of the human skeleton. NTU RGB+D has segmented se-

quences corresponding to specific actions. There are 3 se-

mantic categories – ‘Daily actions’ (‘drink water’, ‘taking

a selfie’), ‘Medical conditions’ (‘sneeze’, ‘falling down’)

and ‘Mutual actions’ (‘hugging’, ‘cheers and drink’). These

datasets contain short cropped segments of actions, which

differ from BABEL sequences, which are continuous, re-

flecting natural human movement data. The ability to model

actions that can occur simultaneously, sequentially and the

transitions between them is important for application to real

world data [26]. See Table 1 for further comparison.

2D temporal localization. Many works over the years

have contributed to progress in the action localization task

[13, 29, 38]. ActivityNet [26] contains 648 hours of videos

and 200 human activities that are relevant to daily life, or-

ganized under a rich semantic taxonomy. It has 19,994

(untrimmed) videos, with an average of 1.54 activities per

video. More recently, HACS [39] provides a larger tem-

poral localization dataset with 140,000 segments of actions

that are cropped from 50,000 videos that span over 200 ac-

tions. AVA [9] is another recent large-scale dataset that con-

sists of dense annotations for long video sequences for 80

atomic classes. In [36], the authors introduce a test recorded

by Kinect v2 in which they describe activities as composi-

tions of action interactions with different objects. While

BABEL also contains temporally annotated labels, it does

not assume a fixed set of actions that are of interest. On the

other hand, with BABEL, we elicit labels for all actions in

the sequence including high-level (‘eating’), and low-level

actions (‘raise right hand to mouth’).

3. Dataset

We first provide details regarding the crowdsourced data

collection process. We then describe the types of labels in

BABEL, and the label processing procedure.

3.1. Data collection

We collect BABEL by showing rendered videos of mo-

cap sequences from AMASS [20] to human annotators and

eliciting action labels (Fig. 2). We observe that a sequence

labeled as pick up object often also involves other ac-

tions such as walking to the object, bending down to pick

up the object, grasping the object, straightening back up,

turning around and walking away. We argue that labeling

the entire sequence with the single label is imprecise, and

problematic. First, many actions such as turn and grasp

are ignored and remain unlabeled although they may be

of interest to researchers [32]. Second, sequence labels

provide weak supervision to statistical models, which are

trained to map the concept of picking up object to

the whole sequence when it, in fact, contains many differ-

ent actions. To illustrate this point, we examine a typical se-

quence (see the Sup. Mat.), and find that only 20% of the du-

724



ration of the sequence labeled as pick up and place

object corresponds to this action. Crucially, walking to-

wards and away from the object – actions that remain unla-

beled – account for 40% of the duration. While this makes

semantic sense to a human – picking up and placing an ob-

ject is the only action that changes the state of the world and

hence worth mentioning, this might be suboptimal training

data to a statistical model, especially when the dataset also

contains the confusing classes walk, turn, etc. Finally,

using noisy labels as ground truth during evaluation does

not accurately reflect the capabilities of models.

We address this with action labels at two levels of res-

olution – a label describing the overall action in the entire

sequence, and dense action labels that are aligned with their

corresponding spans of movement in the mocap sequence.

3.2. BABEL action labels

We collect BABEL labels in a two-stage process – first,

we collect sequence labels, and determine whether the se-

quence contains multiple actions. We then collect frame

labels for the sequences containing multiple actions.

Sequence labels. In this labeling task, annotators answer

two questions regarding a sequence. We first ask annotators

if the video contains more than one action (yes/no).1 If the

annotator chooses ‘no’, we ask them to name the action in

the video. If they instead choose ‘yes’, we elicit a sequence

label with the question, “If you had to describe the whole

sequence as one action, what would it be?” Please see the

web-based task interface provided in the Sup. Mat.

We ask annotators to enter the sequence labels in a text-

box, with the option of choosing from an auto-complete

drop-down menu that is populated with a list of basic ac-

tions. We specifically elicit free-form labels (as opposed

to a fixed list of categories) from annotators to discover

the diversity in actions in the mocap sequences. We find

that in most cases, annotators tend to enter their own ac-

tion labels. This also presents a challenge, acting as a

source of label variance. Apart from varying vocabulary,

free-form descriptions are subject to ambiguity regarding

the ‘correct’ level in the hierarchy of actions [9], e.g.,

raise left leg, step, walk, walk backwards,

walk backwards stylishly, etc.

Overall, 2 annotators label each sequence, resulting in

13220 � 2 = 16440 sequence labels. For 47.7% of the se-

quences, both annotators agree that they contain multiple

actions. These are further annotated with frame labels.

Frame labels. We obtain labels for all actions that occur

in the sequence, and precisely identify the span in the se-

quence that corresponds to the action. We leverage an ex-

isting video annotation tool, VIA [6], and modify the front-

end interface and back-end functionality to suit our anno-

1Note that the initial ‘T-pose’ for calibration, followed by standing are

considered separate actions with a transition between them.

Figure 2. BABEL annotation interface to collect frame-level ac-

tion labels. Annotators first name all the actions in the video. They

then, precisely align the length of the action segment (colored hor-

izontal bar) with the corresponding duration of the action in the

video. This provides dense action labels for the entire sequence.

tation purposes. For instance, we ensure that every frame

in the sequence is annotated with at least one action label.

This includes ‘transition’ which indicates a transition be-

tween two actions, or ‘unknown’ which indicates that the

annotator is unclear as to what action is being performed.

This provides us with dense annotations of action labels for

the sequence. Figure 2 shows a screenshot of the AMT task

interface for frame label annotation in BABEL.

To provide frame labels, an annotator first watches the

whole video and enters all the actions in the ‘List of Ac-

tions’ text-box below the video. This populates a set

of empty colored box outlines corresponding to each ac-

tion. The annotator then labels the span of an action by

creating a segment (colored rectangular box) with a but-

ton press. The duration of the segment and the start/end

times can be changed via simple click-and-drag operations.

The video frame is continuously updated to the appropri-

ate time-stamp corresponding to the end time of the current

active segment. This provides the annotator real-time feed-

back regarding the exact starting point of the action. Once

the segment is placed, its precision can be verified by a ‘play

segment’ option that plays the video span corresponding to

the current segment. In case of errors, the segment can be

further adjusted. We provide detailed instructions via text,

and a video tutorial that explains the task with examples,

and demonstrates operation of the annotation interface. The

web interface of the task is provided in the Sup. Mat.

Overall, BABEL contains labels for a total of 66289
segments2 that correspond to the 13220 sequences in the

dataset, with an average of 5.01 segments per sequence.

2Note that this includes labels collected via the ‘sequence label’ task.

If an entire sequence has only a single action, it counts as 1 segment.
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