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Abstract

Recent advances in self-supervised learning (SSL) have largely closed the gap with supervised ImageNet pretraining. Despite their success these methods have primarily been applied to unlabeled ImageNet images, and show marginal gains when trained on larger sets of uncurated images. We hypothesize that current SSL methods perform best on iconic images of single objects (like those in ImageNet) but struggle when trained on more complex scene images with many objects. Analyzing contrastive SSL methods shows that they have poor visual grounding and receive poor supervisory signal when trained on scene images. We propose Contrastive Attention-Supervised Tuning (CAST) to overcome these limitations. CAST uses unsupervised saliency maps to intelligently sample crops, and to provide grounding supervision via a Grad-CAM attention loss. Experiments on COCO show that CAST significantly improves the features learned by SSL methods on scene images, and further experiments show that CAST-trained models are more robust to changes in backgrounds. Our code is available at https://github.com/salesforce/CAST/.

1. Introduction

Self-supervised learning (SSL) of visual feature representations has seen great interest in recent years. SSL in computer vision aims to learn feature representations without using any human annotations, which can be utilized by downstream tasks such as supervised image classification [1, 2], object detection [3, 4], and semantic segmentation [5, 6]. Recent SSL methods based on contrastive learning [7, 8] have begun to match or even outperform supervised pretraining on several downstream tasks [9–14].

The promise of self-supervised methods is that they ought to allow us to learn better features by scaling to ever-larger training sets, without the need for expensive human-provided labels. Unfortunately, the success of recent SSL methods has been largely confined to unlabeled images from the ImageNet [2] training set. Naively applying them to larger uncurated sets of internet images has shown marginal gains [11, 12, 14] despite using image sets that are orders of magnitude larger than ImageNet (eg. Instagram-1B [15], YFCC100M [16], JFT-300M [17]).

We hypothesize that current SSL methods perform best when trained on iconic images of single objects (like those in ImageNet) but struggle when trained on more complex scene images with many objects. Indeed, current SSL methods struggle even when trained on curated datasets of scene images [18, 19] such as COCO [20] or Places205 [21].

In this paper, we analyze contrastive self-supervised models to understand the cause of these limitations and propose a solution to overcome them. Specifically, we find that existing contrastive self-supervised models have poor visual grounding ability and they receive imperfect supervisory signal when augmented views contain different visual concepts, which is common in images of complex scenes.

These issues may arise from the practice of training the
instance discrimination task with random views from images. This practice does not encourage semantic understanding, and models often cheat by exploiting low-level visual cues or spurious background correlations. For example, in Figure 1a, the model relies on the grass to match the two augmented views of the dog. Augmented views for training these models commonly start with taking random crops from an image. This strategy may be acceptable for iconic images. However, for scene images, like those in COCO, two views may contain semantically distinct objects (such as the crops in Figure 1b). This fact may explain diminishing improvements of contrastive SSL models trained on varied web images, and the reduction in their performance when trained with scene images alone.

To mitigate these limitations, we propose Contrastive Attention-Supervised Tuning (CAST), a training method to improve the visual grounding ability of contrastive SSL methods. CAST consists of two algorithmic components: (a) an intelligent geometric transform for cropping different views from an input image, based on constraints derived from an unsupervised saliency map, and (b) a Grad-CAM [22]-based attention loss that provides explicit grounding supervision by forcing the model to attend to objects that are common across the crops.

We train the Momentum Contrastive Encoder (MoCo) [12], a leading contrastive learning method, using CAST on the COCO dataset. We evaluate its performance using image classification, object detection, and instance segmentation tasks, obtaining robust gains in all cases. Additional experiments on the Backgrounds Challenge [23] show that CAST-trained models are substantially more resilient to changes in object backgrounds when performing image classification. Finally, qualitative and quantitative experiments show that CAST improves object localization ability of contrastive SSL feature representations on COCO scene images and on downstream image classification tasks. We hope that CAST can enable self-supervised learning from unconstrained web-scale datasets containing images with complex interactions of multiple objects and lead to better out-of-distribution performance and greater robustness to contextual bias.

2. Related Work

Self-supervised learning: SSL methods learn features from unlabeled data using “pretext” tasks that provide free supervision, with the aim of performing well on related supervised learning tasks. A strand of research includes low- to high-level computer vision-based pretext tasks, including image inpainting [24], colorization [25, 26], predicting patch orderings [27, 28] or degree of rotation [29]. Pretext tasks that perform pseudo-labeling and clustering [13, 14, 19, 30–32] have also been shown to be effective. Recently, contrastive learning methods [8] that learn to perform instance discrimination [10, 12, 33–38] have been shown to be the most competitive with fully supervised learning.

As a result, recent work has focused on developing theoretical and empirical understanding of contrastive representations [39–41] and improving the learning framework. For instance, Purushwalkam and Gupta [42] propose a method to improve viewpoint invariance of contrastively-learnt representations. Zhang and Maire [43] utilize a hierarchical region structure of images to guide contrastive learning methods for improved segmentation performance. Zhao et al. [44] introduce a data-driven approach to make contrastive self-supervised models invariant to object background. In this paper, we show the utility of visual grounding for improving the contrastive representation learning.

Visual Grounding and Attention: Improving visual grounding of CNNs is an increasingly important computer vision problem, which can benefit applications such as image captioning [45], visual question answering [46], and de-biased computer vision [47]. Grounding methods in these problems typically use human attention supervision [48–50]. In our work, we improve visual grounding of self-supervised models using object saliency maps.

Object Saliency Prediction: The goal of object saliency prediction is to identify and segment important objects of interest in an image. Saliency prediction methods can be classified into supervised and unsupervised methods. Supervised methods for saliency prediction [51, 52] typically rely on expensive human annotated training data. Classically, unsupervised saliency prediction methods utilized handcrafted priors based on human perception [53, 54] or image statistics [52, 55, 56]. More recently proposed neural network-based saliency prediction methods [57, 58] utilize saliency maps from the handcrafted unsupervised methods as noisy pseudo-labels for training, thus removing the need for human-labeled data. In this work we make use of Deep-USPS [59], an unsupervised saliency prediction algorithm which uses a two stage mechanism that combines hand-crafted supervision and iterative self-training.

3. Contrastive Attention-Supervised Tuning

Our method, which we call Contrastive Attention-Supervised Tuning (CAST), aims to tune self-supervised models to rely on the appropriate regions during contrastive learning. At a high level, CAST consists of two steps: 1. constrained sampling of the query and key crops from the original image based on constraints generated using an image saliency map. 2. contrastive learning with a loss that forces models to look at the relevant object regions that are common between the query and key crops through Grad-CAM supervision. While our approach is generic and can be applied to any architecture, we describe CAST in context of the Momentum Contrast (MoCo) [12] pretraining setup.
3.3. Saliency-constrained Random Cropping

MoCo learns to perform the instance discrimination [33] task using the InfoNCE [35] contrastive objective (described in detail later in Section 3.3). In this task, a query and a key form a positive pair if they are data-augmented versions of the same image, and form a negative pair otherwise. MoCo builds a dynamic dictionary of negatives with a queue and a moving-averaged encoder which enables access to a large and consistent dictionary which can be utilized for contrastive learning of representations.

3.4. Computing Network Importance

We define network importance as the importance placed by the encoder network, \( f_q \) on the spatial regions of the query, \( x^q \), in order to predict that the query representation is closest to the representation of the key \( x^k \), as compared to all the representations present in the queue. To compute network importance, we extend Grad-CAM [22] to contrastively-trained models.

To obtain Grad-CAM, we first forward-propagate the query crop \( x^q \) to query encoder \( f_q \) (see blue encoder box in Fig. 3). The key is then masked with the corresponding saliency map to obtain the salient regions in the key crop (see the bottom part of Fig. 3). This masked key, \( x^m_k = x^k * M_k \), is then fed to the key encoder (see green encoder box in Fig. 3), \( f_k \). Following MoCo, we dot-product the query representation, \( q = f_q(x^q) \), with the masked key crop representation \( k^m_q = f_k(x^k * M_k) \), and each of the other representations in the dynamic queue, and concatenate them. We then one-hot encode the dot-product for the correct key and compute its gradients (shown as blue backward
Figure 3: **Contrastive Attention-Supervised Tuning (CAST):** Given an image (top-left), we compute a saliency map (bottom-left), which we use to generate query and key crops and their corresponding saliency maps. We obtain the query and key feature representations with a forward-pass through the encoder network (blue box) and momentum encoder, respectively. Through the contrastive loss, we pull the representations of query and key crop together, while pushing the query representation away from other representations in a dynamic queue. We pass the salient regions in the key crop through the same momentum encoder, and compute the dot product between query and masked key representation. We then compute its gradient with respect to the last encoder convolution layer and weight the forward activation maps to get Grad-CAM map. Finally, we add an attention loss that encourages Grad-CAM to look at all the salient image regions in the query crop.

As in Grad-CAM [22], the \( \alpha_q \) values indicate the importance of each of the last convolutional layer neurons, \( n \), in the encoder network for matching the query and masked key representation. To get the regions represented by these important convolutional neurons, we use \( \alpha_q \) to perform a weighted combination of forward activation maps corresponding to query, \( A^f_{\text{conv}5} \), followed by a ReLU to obtain,

\[
G_q = \text{ReLU} \left( \sum_n \alpha_q A^f_{\text{conv}5} \right)
\]

The higher values in the resulting Grad-CAM map (Fig. 3 top-right) indicates query regions which the network relies on when mapping the masked key regions, \( x^k \ast M_k \), to the entire query crop, \( x^q \). These heatmaps form the basis for enforcing attention supervision, which we explain next.

### 3.3. CAST Loss

The CAST loss consists of two components: 1. a Contrastive loss, \( L_{\text{cont}} \), from [12], that measures the similarities of original sample pairs (\( x_q \) and \( x_k \)) in the representation space (yellow circle in Fig. 3), and 2. an Attention loss, \( L_{\text{att}} \), that measures the similarity of Grad-CAM heatmap to its corresponding saliency map, \( M_q \) (purple box in Fig. 3). \( L_{\text{cont}} \) is defined as

\[
L_{\text{cont}} = -\log \frac{\exp(q \cdot k_i/\tau)}{\sum_{i=0}^{K} \exp(q \cdot k_i/\tau)}
\]

where \( K \) denotes the number of representations in the queue and \( \tau \) is the temperature hyperparameter.

As network importances (from above) are gradient based, we penalize errors in the predicted Grad-CAM map, \( G_q \) based on cosine distance—emphasizing alignment over magnitude (see the top box in Fig. 3). We minimize the cosine distance loss as,

\[
L_{\text{att}} = 1 - \frac{G_q \cdot M_q}{\|G_q\| \|M_q\|}
\]

The final Contrastive Attention-Supervised Tuning loss becomes \( L_{\text{CAST}} = L_{\text{cont}} + \lambda L_{\text{att}} \),

The second term encourages the network to base predictions on the correct regions and the first term encourages the network to actually make the right prediction. Note that \( A^f_{\text{conv}5} \) is a function of all the encoder parameters until last convolution layer and \( \alpha_q \) is a function of the layers from the last convolutional layer until the final fully-connected layer, and the key encoder features. The keys, \( k \) and \( k_m \), are detached from the key encoder, and therefore gradients do not get passed through them. Hence, while Grad-CAM is a function of both the query and the key encoder weights, during the update through an optimization algorithm, only
Transfer Learning on Downstream Tasks: We report results on four downstream tasks. For every task, all methods use the same architecture and learning setup. VOC07 and IN-1k use frozen feature extractor, COCO Instance Segmentation and PASCAL VOC Detection involve end-to-end fine-tuning. Gaps with MoCo-COCO are shown on the side (differences \( \geq 0.5 \) are colored). We observe that training with CAST outperforms all baselines by a huge margin on all downstream tasks.

The query encoder weights are updated. In MoCo, since the key encoder is a moving average of the query encoder, the key encoder weights get updated eventually during training.

4. Evaluation

In our experiments, we aim to show that training self-supervised models with localization supervision offers two benefits—better visual grounding ability, and better transfer learning performance. We pretrain MoCo [12] with CAST on images from the COCO dataset [20], and then evaluate the transfer performance and grounding ability of learned features on multiple downstream tasks.

4.1. Transfer Learning on Downstream Tasks

First, we evaluate the quality of the learned features by transferring them to four downstream visual recognition tasks: (a) PASCAL VOC [60] linear classification, (b) ImageNet-1k [2, 61] linear classification, (c) PASCAL VOC object detection, (d) COCO [20] instance segmentation. Consistent with prior SSL research, our downstream tasks involve learning setups where the pretrained network is used as either a frozen feature extractor (a, b), or weight initialization for fine-tuning (c, d).

Baselines: We compare MoCo-COCO + CAST with baseline methods to show the importance of different components of our algorithm:

1. Random Init uses no pretrained visual features.
2. MoCo-COCO, without CAST attention loss \((\lambda = 0)\) and constrained random cropping \((\phi = 0)\).
3. MoCo-COCO + Constrained Crop, without CAST attention loss, to observe gains from better cropping alone.

For all tasks, we follow the same hyperparameters as VirTex [18], using its publicly available code. VirTex uses a similar evaluation setup as the majority of recent work on self-supervised learning [11–14, 62], including our primary baseline, MoCo. We describe the main details here.

**PASCAL VOC Linear Classification:** We train on VOC07 trainval split and report mAP on test split. We extract the \(7 \times 7\) spatial grid of 2048-dimensional features from the last convolutional layer, and downsample them to \(2 \times 2\) grid via adaptive average pooling. Then, we flatten and L2-normalize these features to yield 8192-dimensional features. We train per-class SVMs for costs \(C \in \{0.01, 0.1, 1.0, 10.0\}\), and select best \(C\) by 3-fold cross validation. Other SVM hyperparameters are same as [18].

**ImageNet-1k Linear Classification:** We train on ILSVRC 2012 train split and report top-1 center crop accuracy on the val split. We train a linear layer on 2048-dimensional global average pooled features extracted from the network. We train for 100 epochs using SGD with momentum 0.9, weight decay 0, and with batch size 256 distributed across 8 Nvidia V100 GPUs. Similar to MoCo, we start with learning rate 30, and divide it by 10 at epochs 60 and 80.

**PASCAL VOC Object Detection:** We train Faster R-CNN [4] with ResNet-50-C4 backbone. We initialize this backbone with pretrained weights, train on trainval2017 split, and evaluate on test2007 split. We train for 24K iterations using SGD with momentum 0.9, batch size 16 (2 per GPU), and weight decay \(10^{-4}\). We use maximum learning rate 0.02, perform linear warmup for first 100 iterations, and divide it by 10 at iterations 18K and 22K. We fine-tune the network end-to-end, with batch normalization layers synchronized across GPUs (SyncBN) [63].

**COCO Instance Segmentation:** We train Mask R-CNN [6] models with ResNet-50-FPN backbones [64] on train2017 split, and evaluate on val2017 split. We follow \(2\times\) training schedule implemented in Detectron2 [65], and fine-tune with SyncBN in the backbone and FPN layers.

Results: We summarize our results in Table 1. MoCo + CAST outperforms MoCo on all downstream tasks, obtaining robust gains on classification, detection, and instance segmentation. The performance improvement is especially large on the VOC detection task, aided by the improved visual grounding in models trained with CAST. We also find that our unsupervised saliency-constrained cropping alone outperforms MoCo on VOC07 and VOC-Detection.
show that MoCo-MLP + CAST matches or improves on multiple benchmarks.

\[
\text{Table 2: Ablations for MoCo-COCO + CAST training:}
\]

We conduct ablation studies to isolate the effects of our training components. (a) Replacing saliency-constrained random cropping with default version from MoCo \((\phi = 0.0)\) hurts performance. (b) Increasing weight of CAST loss generally improves performance up to a point \((\lambda = 1.0, 3.0)\). (c) Adding known improvements to underlying MoCo model (MLP layer) also transfer to CAST. (d) Restricting attention supervision to only the intersection of query and key hurts downstream performance.

and gets close to MoCo performance on Imagenet-1k and COCO instance segmentation tasks.

4.2. Ablation Studies

Next, we conduct ablation studies on our training setup to isolate the effect of our design decisions. In all these comparisons, we treat MoCo-COCO with CAST trained with default hyperparameters as our base model. We mainly observe downstream performance of all ablations on VOC07 and IN-1k linear classification setups.

Effect of area threshold \(\phi\): We use area-overlap based constraints conditioned on saliency maps for sampling random crops, specifying them via an area threshold hyperparameter \(\phi\). Here, we quantify the downstream performance improvement due to better training supervision from strategically sampled crops—we train a model with \(\phi = 0.0\) to recover the default random crop used in MoCo. Results are in Table 2a, we observe that removing saliency-constrained random cropping hurts performance, indicating that our saliency-constrained random cropping technique indeed provides better training signal.

\[
\text{Figure 4: We evaluate CAST using the Backgrounds Challenge [23] dataset designed to evaluate background-robustness of models. FG = Foreground, BG = background. Foreground-background combinations include: Only-BG-B (FG: Black, BG: Unmodified), Only-BG-T (FG: Tiled background, BG: Unmodified), Mixed-Same (FG: Unmodified, BG: Random BG of the same class), Mixed-Rand (FG: Unmodified, BG: Random BG of a random class), and Mixed-Next (FG: Unmodified, BG: Random BG of the next class.).}
\]

\[
\text{Effect of loss weighing factor } \lambda: \text{ As described in Section 3.3, the CAST loss is a linear combination of contrastive and attention losses. We combine them through a weighted sum, and use } \lambda \text{ to scale the attention loss. Here, we experiment with different values of } \lambda \in \{0.0, 1.0, 3.0, 5.0\}. \text{ Note that } \lambda = 0.0 \text{ means MoCo-COCO + Constrained Crop (Table 1, row 2). Results from Table 2b show that non-zero values of } \lambda \text{ outperform } \lambda = 0.0, \text{ indicating that attention loss is important in CAST. Higher } \lambda \text{ improve performance up to a point—performance improves with } \lambda = 1.0, 3.0, \text{ and slightly degrades with } \lambda = 5.0.}
\]

\[
\text{Effect of improving underlying MoCo-COCO: CAST is a general purpose method that can be added to contrastiveSSL methods to improve their visual grounding. Here, we investigate whether improving the underlying SSL method also shows improvements when trained with CAST. We consider MoCo-v2 variant [38], replacing the linear projection with an MLP, inspired by SimCLR [10]. Results from Table 2c show that MoCo-MLP + CAST matches or exceeds MoCo-COCO + CAST on downstream tasks, indicating that CAST can provide additive improvements over its underlying SSL method.}
\]

\[
\text{Effect of suppressing saliency supervision: We believe that focusing on salient image regions is important to improve visual grounding. Hence, we force the model to focus on all the salient regions inside query crop. In contrast to our proposed approach, we train MoCo-COCO + CAST with reduced supervision in this ablation study, enforcing the model to only look at salient regions inside the intersection of query and key crops. Results from Table 2d show that excluding some salient regions from the query crop (lying outside the intersection) significantly hurts downstream performance on multiple tasks. This indicates that looking}
\]
Table 3: CAST obtains large improvements over MoCo on the Backgrounds Challenge, a 9-class image classification dataset containing foreground objects superimposed on various background types. In settings where the foreground is present (columns 1-5), CAST’s visual grounding ability leads to substantial performance gains. When foreground is absent (columns 6-8), CAST performs slightly worse, validating that CAST-trained models learn fewer background correlations.

4.3. Evaluation on Backgrounds Challenge Dataset

The Backgrounds Challenge [23] aims to assess the background-robustness of image classification models by measuring their accuracy on images containing foreground objects superimposed on various background types (see [23] for details on dataset construction). The dataset consists of 9 ImageNet classes with 450 test images per class. The evaluations are performed on eight foreground-background combinations summarized in Figure 4. Since CAST forces a model to attend to salient objects during training, we expect a CAST-trained model to be less dependent on background correlations for classification.

We evaluate the performance of COCO-pretrained models on the Backgrounds Challenge using a linear layer trained with ImageNet-1K (as described in Section 4.1) using three settings: 1. MoCo, 2. MoCo trained with saliency-constrained random cropping alone, 3. MoCo trained with CAST (Table 3). Models trained with cropping constrains and with CAST outperform vanilla MoCo on all eight settings of the Backgrounds Challenge, with CAST obtaining the best performance on the five settings where foreground is present. In the Only-FG setting, where background is set to black, CAST obtains an absolute improvement of 13% over MoCo, indicating that CAST is significantly better at utilizing the foreground information, due to the saliency-driven attention-supervised training. In settings where background is swapped (Mixed-Same, Mixed-Rand, and Mixed-Next), CAST obtains 5-10% absolute im-
Figure 6: Training with CAST also leads to improvements in grounding in downstream tasks. In this comparison of Grad-CAM attention maps from a fully supervised network and the self-supervised networks (MoCo and MoCo + CAST) on Imagenet-1k, we find that MoCo + CAST models tend to rely less on spurious correlations. (a) The MoCo + CAST model looks just at the player, whereas both fully supervised model and MoCo rely on the regions corresponding to the baseball field. (c) The MoCo + CAST model looks only at the lamp, while other models also rely on the table below. (b, d) The MoCo + CAST model is much more precise at attending to the whole extent of the object of interest as compared to other methods.

Figure 7: CAST shows quantitative improvement in grounding for contrastive self-supervised models. The distinct rightward shift in the green curve corresponding to the MoCo + CAST model shows that the gradient-based localization supervision loss significantly improves grounding. Improvements, indicating that models trained with CAST are less dependent on background correlations. Finally, in settings that do not contain foreground objects (No-FG, Only-BG-B, and Only-BG-T), CAST performs slightly worse than the original model, as we would expect from a model that has learnt to rely less on the background signal in making classification decisions. Qualitative examples showing how CAST makes downstream models rely less on spurious background correlations can be found in Appendix.

4.4. Evaluating Visual Grounding

We use Grad-CAM for qualitative and quantitative evaluation of the visual grounding ability of a contrastive SSL model trained with CAST and its effect on grounding in downstream tasks. Examples in Fig. 5 show that the CAST-trained model seems to learn semantic category-specific feature representations, which allows it to look at objects of interest while performing query-key matching, and avoid learning spurious correlations. We quantify the improvement in grounding due to CAST using the COCO val split. First, we binarize the Grad-CAM maps by thresholding at 0.5. We then compute the intersection over union (IoU) between the Grad-CAM map and the saliency map corresponding to the query image. Fig. 7 shows the density of IoU values for the baseline MoCo-COCO, MoCo-COCO with constrained cropping and MoCo-COCO with CAST. The mean IoU of the MoCo model trained with CAST over the COCO val set is 0.41, substantially larger than the mean IoU of the model trained without CAST, which is 0.24. Moreover, the improvement in grounding ability is largely driven by the gradient-based localization supervision loss, as the mean IoU of a model trained with saliency-driven cropping constraints alone is also 0.24.

Examples in Fig. 6 shows how the improved grounding during pre-training translates to improved grounding in the downstream task of Imagenet linear classification. As seen in Fig. 6 (a,c), the MoCo-COCO+CAST model relies less on spurious background correlations — relying mostly on the player to predict Ball Player and the lamp to predict Table Lamp. Fig. 6 (b,d) show that models pretrained with CAST learn to look at the whole extent of the object of interest as compared to other methods.

5. Conclusion

We introduced a method for visually grounding contrastive self-supervised learning models, which improves feature representations learnt from scene images. These feature representations are also less reliant on background correlations as compared to those trained with contrastive learning alone, which can lead to better out-of-distribution performance and greater robustness to contextual bias and adversarial backgrounds. We hope that our method leads to development of more general-purpose and robust self-supervised methods that learn from noisy, unconstrained, real-world image data from the web.
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