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Abstract

Analysis of bispectral difference plays a critical role in various applications that involve rays propagating in a light absorbing medium. In general, the bispectral difference is obtained by subtracting signals at two individual wavelengths captured by ordinary digital cameras, which tends to inherit the drawbacks of conventional cameras in dynamic range, response speed and quantization precision. In this paper, we propose a novel method to obtain a bispectral difference image using an event camera with temporally modulated illumination. Our method is rooted in a key observation on the analogy between the bispectral photometry principle of the participating medium and the event generating mechanism in an event camera. By carefully modulating the bispectral illumination, our method allows to read out the bispectral difference directly from triggered events. Experiments using a prototype imaging system have verified the feasibility of this novel usage of event cameras in photometry based vision tasks, such as 3D shape reconstruction in water.

1. Introduction

Analysis of bispectral difference, i.e. difference of the absorbance between two individual wavelengths, plays a critical role in various applications that involve rays propagating in a light absorbing medium, such as water. Since the absorbance of a medium depends on the wavelength of light and the medium itself, bispectral analysis of the absorbance allows to determine some quantities that might serve various purposes. For example, in analytical chemistry, a relative concentration of matter in a mixture is determined from the bispectral difference [41], and in atmospheric science, analysis of the bispectral difference is employed to trace and classify gasses and particles [23].

In general, the bispectral difference is obtained by subtracting signals at the two wavelengths captured by ordinary digital cameras. A typical system of bispectral photometry uses a conventional camera, as shown in Fig. 1 (top). Light at the two wavelengths illuminates a target medium and then the camera captures transmitted light at each of the wavelengths. The logarithms of the captured signals and the subtraction of them result in the bispectral difference. Although the operations in themselves are not complicated, the performance of obtaining the bispectral difference is affected by the well-known drawbacks of conventional cameras in dynamic range and quantization precision essentially. Thus, a specific system is required to resolve these problems.

Recently, event cameras have emerged in robotics and computer vision. Event cameras do not capture brightness images at a fixed rate. Instead, each pixel inside an event camera independently and asynchronously records a tem-
poral change in brightness as an event. Compared to conventional cameras, event cameras have superior features of high dynamic range (HDR), high temporal resolution, and low power consumption. Furthermore, event cameras have remarkable features inside their electronic circuit, which have not been deeply delved. In event cameras, first, a light signal is logarithmically amplified [22, 35]. And then the signal is temporally differentiated. Finally, an event is triggered when the difference reaches a threshold (Fig. 2). This mechanism is analogous to the operations in the typical system.

In this paper, we propose a novel method to obtain a bispectral difference image using an event camera with temporally modulated illumination, as shown in Fig. 1 (bottom). Temporally modulated light at two individual wavelengths illuminates a target medium. The event camera records a temporal series of events triggered by the modulated bispectral illumination. The bispectral difference is read out directly as the number of the events because the operations required in the typical system are conducted by the event camera. We develop a prototype imaging system and validate our method in real experiments on depth recovery in water and turbid medium concentration estimation.

This paper has three major contributions. First, we discover an interesting analogy between the bispectral photometry principle of the participating medium and the event generating mechanism in an event camera. Second, by carefully modulating the bispectral illumination, our method allows to read out the bispectral difference directly as the number of events. Third, the experiments verify the feasibility of the novel usage of event cameras in photometry based vision tasks, such as 3D shape reconstruction in water.

2. Related work

2.1. Bispectral photometry

Bispectral photometry, proposed by Chance [8], uses two individual wavelengths in spectral photometry which analyzes exponentially decayed light, unlike traditional spectrophotometry using a single wavelength. While the traditional spectrophotometry can handle a transparent medium only, the bispectral photometry can handle a turbid medium [11]. The bispectral photometry obtains a bispectral difference and analysis of the bispectral difference allows to determine some quantities of a medium. The bispectral photometry plays an important role in various fields. In analytical chemistry, the relative concentration or amount of matter in a mixture is determined from the bispectral difference [41, 51, 31, 17]. In atmospheric science, the bispectral difference is often used to trace and classify particles and gases [10, 23, 21, 26, 34], estimate cloud parameters [37], and determine the amount of water vapor in air [13, 49]. In medical science, analysis of the bispectral difference is applied for determining the concentration of hemoglobin in blood [45], assaying chemicals [18, 16], estimating the water concentration in human cornea [33], and improving imaging with optical coherence tomography [38, 47]. In computer vision, the bispectral difference also allows to reconstruct the 3D shape of an object in a known medium [6, 3]. Basically, the bispectral photometry employs ordinary digital cameras with the operations, as described in Fig. 1 (top), or a single pixel probe including an analog logarithmic amplifier which requires scanning to obtain a bispectral difference image. On the other hand, our method using an event camera, whose each pixel includes analog logarithmic amplifier and differentiator, can obtain a bispectral difference image based on the analogy between the bispectral photometry principle and the event generating mechanism.

2.2. Event-based methods

Event cameras, such as Dynamic Vision Sensor [22] and Asynchronous Time-based Image Sensor [35], independently and asynchronously record temporal changes in brightness as events on each pixel. In robotics and computer vision, event cameras have been applied to detect and track feature points for object tracking [9, 15, 27], visual odometry [52, 5], 3D reconstruction [39, 2, 53], and simultaneous localization and mapping (SLAM) [19]. In order to apply event cameras for conventional computer vision techniques, such as classification [42], there have also been a lot of work to reconstruct a brightness image [4, 24, 29] or a video [32, 36] from events. These methods also achieve reconstruction of HDR and high-speed video frames which cannot be captured by conventional cameras [48]. Recently, recognition tasks have been handled with event cameras. Since event cameras do not capture a brightness image, as described above, conventional deep learning techniques based on images cannot be directly applied for event data. In response, event-based learning using sparse event sequences [46, 40, 14] have ably managed the event data. These event-based methods rely on the well known features of event cameras: HDR, high temporal resolution, and low power consumption. However, event cameras also have other remarkable features inside their electronic circuit, which have not been deeply delved. This work is the first challenge to bring out the hidden features towards the novel usage of event cameras in photometry based analysis.

2.3. Temporal synchronization

In general, active sensing systems require temporal synchronization between sensors and light sources. A major system based on the temporal synchronization is Time-of-flight (ToF) cameras which are often used for obtaining depth images [28, 1]. ToF cameras read out correlations
between emitted and reflected light signals under temporally modulated illumination. Each pixel inside a ToF camera has multiple capacitors, synchronized to the modulated light signals. The capacitors store electric charges individually at different times. Another application using ToF camera is material analysis, such as material classification using distorted temporal correlations due to subsurface scattering [43] and visualization of spectral difference using temporally modulated multispectral illumination [20]. Also, a ToF camera with temporally modulated bispectral illumination allows to discriminate the dichroism in a scene, such as red and blue [7]. However, each pixel inside a ToF camera differentiates signals in analog form without logarithmic amplifiers. ToF cameras are, therefore, not applicable to the bispectral photometry requiring logarithmic operations. Instead, event cameras are applicable by using temporally modulated illumination.

Another major system based on the temporal synchronization is structured light systems, such as modulated illumination. Instead, event cameras are applicable by using temporally modulated multispectral illumination [20]. There has been a structured light method using an event camera with laser scanning [25]. This method relies on the well known features of event cameras, such as HDR and high temporal resolution, to reconstruct the 3D shape of highly dynamic objects under strong ambient illumination. On the other hand, this work brings out the hidden features inside an event camera and utilizes them for photometry based analysis.

### 3. Preliminaries

#### 3.1. Bispectral photometry principle

According to the Beer-Lambert law [43], light intensity transmitted through a medium follows an exponential decay, as below:

\[
L_o(\lambda) = L_i(\lambda) \exp(-\alpha(\lambda)), \tag{1}
\]

where \( \lambda \) denotes a wavelength of light, \( L_i(\lambda) \) and \( L_o(\lambda) \) are incident and outgoing light intensities at the wavelength, respectively, and \( \alpha(\lambda) \) is the spectral absorbance of the medium. The spectral absorbance is determined with an extinction cross section \( \mu(\lambda) \), a number concentration \( c \) of the medium, and an optical path length \( l \), as below;

\[
\alpha(\lambda) = \mu(\lambda)cl. \tag{2}
\]

A bispectral difference \( \Delta \alpha(\lambda_1, \lambda_2) \), which is a difference of the absorbances between two individual wavelengths \( \lambda_1 \) and \( \lambda_2 \), is calculated from Eq. (1), as follows;

\[
\Delta \alpha(\lambda_1, \lambda_2) = \alpha(\lambda_1) - \alpha(\lambda_2) \tag{3}
\]

\[
= \ln L_o(\lambda_2) - \ln L_o(\lambda_1), \tag{4}
\]

\[
\Delta \alpha = \ln \left( \frac{L_o(\lambda_2)}{L_o(\lambda_1)} \right) \tag{5}
\]

where \( \Delta \alpha = \ln \left( \frac{L_o(\lambda_2)}{L_o(\lambda_1)} \right) \)

\[
\Delta \alpha = \ln \left( \frac{L_o(\lambda_2)}{L_o(\lambda_1)} \right) \tag{6}
\]

\[
\Delta \alpha = \ln \left( \frac{L_o(\lambda_2)}{L_o(\lambda_1)} \right) \tag{7}
\]

where \( L := (\mu(\lambda_1) - \mu(\lambda_2))c \) and \( C := (\mu(\lambda_1) - \mu(\lambda_2))c \). In analytical chemistry, once the constant \( L \) is determined with a known optical path length, such as a cuvette size, the concentration \( c \) in mixture solution can be reconstructed from Eq. (6). Also, once the constant \( C \) is determined with a known concentration, such as water, the optical path length \( l \) can be reconstructed from Eq. (7), which has been applied for 3D shape reconstruction in water.

### 3.2. Event generating mechanism

The electronic circuit of each pixel inside an event camera. (a) Received light in the time domain. (b) Logarithmically amplified signal. (c) Differential signal with resets. (d) Triggered events.

where the incident light intensities at both the wavelengths are assumed to be identical, e.g., \( L_i(\lambda_1) = L_i(\lambda_2) \). A relationship is derived from Eq. (2) and Eq. (3), as below;

\[
\Delta \alpha(\lambda_1, \lambda_2) = \mu(\lambda_1) - \mu(\lambda_2) \tag{5}
\]

\[
= Lc \tag{6}
\]

\[
= Cl \tag{7}
\]

Figure 2: Electronic circuit of each pixel inside an event camera. (a) Received light in the time domain. (b) Logarithmically amplified signal. (c) Differential signal with resets. (d) Triggered events.
where \( \tau(t) \) denotes a time when the previous event is triggered before the time \( t \). The comparators trigger a positive or negative event, when the differential signal gets over thresholds, as shown in Fig. 2 (right). The thresholds for the positive and negative events are assumed to be identical in this paper. This thresholding is formulated by a ternarization function, as below:

\[
\mathcal{T}(\Delta S_a(x, t), h) = \begin{cases} 
+1, & \Delta S_a(x, t) \geq h \\
0, & \Delta S_a(x, t) \in (-h, h) \\
-1, & \Delta S_a(x, t) \leq -h 
\end{cases}
\]  

(11)

where \( h \) is the threshold whether to trigger an event.

### 4. Event-based bispectral photometry

We propose event-based bispectral photometry to obtain a bispectral difference image using an event camera with temporally modulated illumination, as shown in Fig. 1 (bottom). The key observation is the analogy between the bispectral photometry principle of the participating medium, as described in Eq. (4), and the event generating mechanism in an event camera. It is required for the temporal difference, as described in Eq. (10), to be converted into a spectral difference via temporally modulated bispectral illumination so that the event camera allows to read out the bispectral difference.

#### 4.1. Design of temporally modulated illumination

An illumination module emits light at two individual wavelengths \( \lambda_1 \) and \( \lambda_2 \), and their modulation functions are indicated as \( f_1(t) \) and \( f_2(t) \), respectively. The modulation functions are assumed to be cyclic functions, such as sinusoidal and triangle waves, and satisfy conditions:

\[
f_1(t), f_2(t) \geq 0 \quad \forall t \in [0, T),
\]

(12)

\[
f_1(t) + f_2(t) = 1 \quad \forall t \in [0, T),
\]

(13)

\[
f_1(t) = 0 \quad \forall t \in [0, T),
\]

(14)

\[
f_2(t) = 0 \quad \forall t \in [0, T),
\]

(15)

where \( T \) denotes a temporal period of the modulation functions. The total incident light intensity \( I_i(t) \) for both the wavelengths at a time \( t \) into an medium is expressed as follows:

\[
I_i(t) = I_i(\lambda_1)f_1(t) + I_i(\lambda_2)f_2(t).
\]

(16)

According to Eqs. (1) and (16), light transmitted through the medium is expressed as follows:

\[
I_o(t) = I_i(\lambda_1)\exp(-\alpha(\lambda_1))f_1(t) + I_i(\lambda_2)\exp(-\alpha(\lambda_2))f_2(t),
\]

(17)

where \( I_o(t) \) denotes the total outgoing light intensity. Once a modulation function for a wavelength is designed, the other function is automatically determined from Eq. (13). There are two important times in the modulation functions:

\[
\exists t_1 \in [0, T) \quad \text{s.t.} \quad f_1(t_1) = 1, f_2(t_1) = 0,
\]

(18)

\[
\exists t_2 \in [0, T) \quad \text{s.t.} \quad f_1(t_2) = 0, f_2(t_2) = 1,
\]

(19)

according to the conditions, Eqs. (13)-(15). At these times, the outgoing light is expected as:

\[
t = t_1 \rightarrow I_o(t_1) = I_o(\lambda_1),
\]

(20)

\[
t = t_2 \rightarrow I_o(t_2) = I_o(\lambda_2).
\]

(21)

#### 4.2. Reconstruction of bispectral difference

The outgoing light is received by the event camera, which records events triggered by its temporal change, as:

\[
S_p(t) = I_o(t),
\]

(22)

in Eqs. (8)-(11). For simplicity, we omit the pixel location \( x \) and it is assumed that the spectral sensitivity of the event camera at both the wavelengths is identical in this formulation. However, in actual, the spectral sensitivity is not flat, and thus, a practical way to calibrate that is explained in Sec. 5.1. From Eqs. (4), (8) and (20)-(22), the bispectral difference can be expressed as:

\[
\Delta \alpha(\lambda_1, \lambda_2) = S_o(t_2) - S_o(t_1).
\]

(23)

As described in Sec. 3.2, an event is triggered every time when a temporal change in the amplified signal gets over the threshold \( h \). Thus, accumulating the triggered events in the duration from \( t_1 \) to \( t_2 \) allows to reconstruct the bispectral difference, as follows:

\[
\Delta \alpha(\lambda_1, \lambda_2) = \int_{t=t_1}^{t_2} \Delta S_o(t) dt 
\]

(24)

\[
\simeq \int_{t=t_1}^{t_2} hT(\Delta S_o(t), h) dt 
\]

(25)

\[
= h(n_p - n_n),
\]

(26)

where \( n_p \) and \( n_n \) are the number of positive and negative events in the duration. If the modulation function is designed as a monotonically increasing function in the duration, the triggered events are positive only, e.g., \( n_n = 0 \), and the error of the reconstructed bispectral difference lies in \((-h, h)\), theoretically.

#### 4.3. Shape reconstruction

The bispectral difference can be applied for 3D shape reconstruction [3]. Both the event camera and the illumination module are closely located as aiming at the same direction and a target object is sunk in a medium, as shown in Fig. 3. Emitted light penetrates the medium, reflects off
the object, and comes back to the camera. In this setup, the outgoing light intensity is re-formulated as below:

$$L_o(\lambda) = g(\omega)r(\lambda)L_i(\lambda) \exp(-\alpha(\lambda)),$$

(27)

where, $g(\omega)$ denotes the geometric characteristic of a surface of the object for a solid angle $\omega$ and $r(\lambda)$ is the reflectance of the surface at a wavelength $\lambda$. The geometric characteristic does not depend on the wavelength of light. The wavelengths $\lambda_1$ and $\lambda_2$ are carefully selected such that the reflectances at both the wavelengths are assumed to be almost identical, e.g., \( r(\lambda_1) \approx r(\lambda_2) \). The incident light intensities at both the wavelengths are assumed to be identical, e.g., $L_i(\lambda_1) = L_i(\lambda_2)$. According to Eqs. (4), (7), (26) and (27), a distance to the object $d$ is calculated as follows;

$$d = \frac{h(n_p - n_n)}{2C},$$

(28)

because the light makes a round trip from the system to the object.

5. Experiments

5.1. Implementation

We implement a prototype imaging system with an event camera (Prophesee EVK or iniVation DVS346) and an illumination module consists of two light sources, as shown in Fig. 3. The light sources are collocated to illuminate a scene uniformly using a beam combiner. As the light sources, we use laser diodes at wavelengths of 915 and 940 nm (QPhotonics QLD-915-200S and QLD-940-200S, respectively) for reconstructing distances and shape in water. The wavelengths were so selected that reflectances of target materials at both the wavelengths are regarded as almost identical, referred to the work by Asano et al. [3].

Modulation signals to the illumination module are generated by a signal generator (Rigol DG4062), which also outputs synchronization signals to the event camera. In experiments with the typical system, we replace the event camera with a conventional camera (FLIR BFS-U3-51S5M-C). In all experiments in this paper, we use triangle waves as the modulation signals because it is reasonably efficient to generate the opposite modulation signal by phase shifting, and it is a monotonically increasing or decreasing function in a half of its period. Since the incident light intensities are proportional to the amplitudes of the waves, they have to be adjusted depending on components in the system. The frequency of the waves is a considerable factor affecting the performance of our method, which will be discussed in Sec. 6.1.

In the experiments in water, a glass tank (GEX Glassaterior Cube) is filled with water. The system is also supposed to be sunk in water but there is less space in the tank and the devices are not water-proof. Thus, we set the system out of the tank. Although refraction of light on the boundaries among air, glass, and water changes the optical path length, it is geometrically calibrated before all the experiments as well as [30]. Since the spectral sensitivity of the event camera is not provided and it is not obvious to measure that, we perform photometric calibration within the whole system. In a setup, a spectral standard (X-Rite ColorChecker) is placed in the glass tank without water and then the amplitudes of the modulation signals are adjusted such that no events is triggered under the modulated illumination. This process spectrally calibrates the system including the illumination module, the glass tank and the sensitivity of the event camera. Also, the typical system using the conventional camera is similarly calibrated such that captured intensities of the spectral standard are identical under constant illumination with each of the light sources.

5.2. Validation

We validate that our method allows to obtain the bispectral difference using the Prophesee EVK. First, we analyze recorded events when a white board is sunk in water at a distance of 100 mm from the wall of the glass tank. The frequency of the modulation signals is set to 10 Hz. The recorded events show that positive events are mainly recorded during a half of the period while negative events are done during another half, as shown in Fig. 4. We record events for 100 periods of the modulation signals and calculate the average and standard deviation of the number of recorded positive events per a half of the period, resulting in 42.0 and 2.1, respectively.

Next, we linearly translate the white board every 10 mm in a range between 10 and 250 mm. As explained in Eq. (28), the bispectral difference is proportional to the distance. Figure 5 shows the average number of positive events with its standard deviation as a vertical bar per a half of the period at each distance. In the range of the distance from 10 to 100 mm, the average number of events tends to be linearly proportional to the distance. Thus, in that range, the proposed method can properly obtain the bispectral differ-
Figure 4: Temporal series of recorded events under the bispectral illumination modulated by triangle waves. The frequency of the triangle waves is set to 10 Hz.

Figure 5: The average number of positive events per a half of the period at different distances to the white board. The events were recorded for 100 periods of the modulation signals. The vertical bar at each point is the range of one sigma for the 100 measurements.

ence. However, in the range over 110 mm, the average number is neither linear nor proportional to the distance. This is because light at one of the wavelengths, e.g., 940 mm, is almost absorbed by the water and thus cannot be detected by the event camera anymore.

Consequently, it is validated that our method allows to obtain the bispectral difference in a certain range where light at both the wavelengths is properly detected by the event camera. We will discuss cases where the frequency of the modulated signals is varied in Sec. 6.1.

5.3. Evaluations

Distance reconstruction We evaluate the performance of our method, compared with the existing method using the conventional camera [3]. Specifically, the accuracy and the range are evaluated through reconstructing a distance to the white board, as well as the validation. For comparison, we employ the iniVation DAVIS 346 including an active pixel sensor (APS) to capture a conventional brightness frame. In order to properly compare our method with the existing method, it is important to use the same silicon photodiode. We record events under the illumination modulated by 1 Hz triangle waves. And we also capture APS frames with multiple exposure times: 2, 4, 8, 16, 32, 64, 128, 256, 512, and 1024 ms, to apply the HDR method [12] under the constant illumination with each of the wavelengths. The bispectral difference is reconstructed from the recorded events by Eq. (26) and calculated from the APS frames by Eq. (4). According to Eq. (28), the constant C has to be determined in a case of a known distance. However, selection of the known distance could affect the evaluation. Thus, we find the best constant C via a linear fitting. The reconstructed distances by both our and the existing methods are shown in Fig. 6. The gray dashed line denotes the ground truth, the red line the result by our method and the blue line that by the existing method. When we define a measurable range of distance as where an error is less than 15 mm, that range of our method is until 130 mm while that of the existing method is until 80 mm. The average error of our method in the measurable range and its standard deviation are 5.6 and 3.3 mm, while those of the existing method are 4.3 and 4.0 mm, respectively. The accuracy of both the methods is comparable but the measurable range of our method is way wider.

3D shape reconstruction The distance reconstruction can be performed for each pixel. Thus, it is possible to reconstruct a depth image. The frequency of the modulation signals is set to 1 Hz. In this experiment, the Prophesee EVK is employed because of its high spatial resolution. We also employ the conventional camera for comparison, because the Prophesee EVK does not have APS inside. Target objects are Golf Ball, Plastic Case and 3D Printed Stairs. Reconstructed depth images are shown in Fig. 7. The images from left to right are a photograph of the target object, the depth image reconstructed by ours and its 3D view, and the depth image reconstructed by the existing method and its 3D view, respectively. The reconstructed depth images are masked to reduce meaningless regions in the images and in the 3D view, smoothed surfaces of the depth are plotted. The depths are scaled in a range of 0 to 1. The experimental results show that the our method reconstructs the global 3D shape of the objects. The reconstructed shapes of the Golf Ball and the 3D Printed Stairs by our method.
look more accurate than that by the existing method, while the existing method reconstructed a more detailed shape of the Plastic Case. In further comparison, we pick up the 3D Printed Stairs, because the geometry is known, to evaluate the cross-sections of the reconstructed 3D shape. The result shows that our method allows to reconstruct a better 3D shape than the existing method, as shown in Fig. 8.

Concentration reconstruction The bispectral difference can be used to reconstruct concentrations of a medium in mixture solution, as described in Eq. (6). The system is redesigned for the event camera to face the illumination mod-
6. Discussion and limitations

6.1. Frequency of modulation signals

The frequency of modulation signals seriously affects the performance of our method. A pixel inside a practical event camera has a dead time after triggering an event. During the dead time, no events can be triggered even if a temporal change in brightness is sufficiently large. The bandwidth of a practical event camera limits the number of recordable events per unit time, i.e., an event rate. When brightness globally changes, a part of triggered events could be lost or delayed because of the limited bandwidth. Therefore, the number of recorded events by a practical event camera does not always match that by an ideal one. In the distance reconstruction, once the amplitude of a modulation signal, e.g., the maximum intensity of light, is determined, the frequency is an important factor to decide the speed of change in brightness. In order to analyze the effect of the frequency, we demonstrate experiments using the Prophesee EVK, where the white board in water is linearly translated, as well as the validation. The frequency is changed in 1, 5, 10, 15, 20, 25, 30, 60, 120, and 500 Hz. The average numbers of recorded positive events for the various frequencies are shown in Fig. 10. Experimental results show that a lower frequency allows the event camera to more accurately record events. This is because a lower frequency makes the speed of change in brightness slower, which reduces the effect of the dead time and the limited event rate. Therefore, a lower frequency allows the performance of our method to be improved, while it takes a longer time to obtain the bispectral difference.

6.2. Limitations

There are three limitations on our method. First, the bandwidth of an event camera, i.e., the event rate, limits the number of recordable events. Since the temporally modulated illumination in our method generates global changes in brightness, some events could be lost or delayed. To avoid this, we limited an illuminated region such that the event rate became around 10 Meps. This limitation could be resolved once an event camera with a higher event rate is developed, i.e., iniVation DAVIS 346 (12 Meps) vs. Prophesee EVK (1066 Meps). Second, the current event cameras are unstable for photometry based analysis because of a large variance of the threshold $h$. The stability of measurements is important in photometry based analysis. The variance of stability is seen as the standard deviations in the validation, as shown in Fig. 5. This might be resolved by applying a statistical model. Third, we assume that a target scene is static. Since a dynamic scene itself triggers events, it is required to separate them from the events triggered by the modulated illumination. This is a future task to expand applications of photometry based analysis using event cameras.

7. Conclusion

In this paper, we proposed the event-based bispectral photometry to obtain a bispectral difference image using an event camera with temporally modulated illumination. We discovered the analogy between the bispectral photometry principle and the event generating mechanism in an event camera. Our design of the temporally modulated bispectral illumination allows to read out the bispectral difference directly as the number of events.

This paper verified the feasibility of the novel usage of event cameras in photometry based vision tasks. The advantages and limitations of event cameras were cleared up through the experiments. While event cameras have the features of HDR and high temporal resolution, variation in recorded events is significantly large. On the other hand, this could be a cue for statistical analysis in photometry based vision tasks, e.g., photon density reconstruction. Event cameras are still an emerging device, which might have more potential to resolve the existing problems.
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