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Figure 1:Regularizing GANs under limited training data. (left) Image generation trained on10%ImageNet training set;
(right) FID scores vs. ImageNet training set size. The proposed regularization method 1) addresses the limited training data
issue for the GAN models, and 2) is empirically complementary to the recent data augmentation approaches [28, 71].

Abstract

Recent years have witnessed the rapid progress of gen-
erative adversarial networks (GANs). However, the success
of the GAN models hinges on a large amount of training
data. This work proposes a regularization approach for
training robust GAN models on limited data. We theoret-
ically show a connection between the regularized loss and
an f -divergence called LeCam-divergence, which we �nd
is more robust under limited training data. Extensive ex-
periments on several benchmark datasets demonstrate that
the proposed regularization scheme 1) improves the gener-
alization performance and stabilizes the learning dynamics
of GAN models under limited training data, and 2) comple-
ments the recent data augmentation methods. These proper-
ties facilitate training GAN models to achieve state-of-the-
art performance when only limited training data of the Ima-
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geNet benchmark is available. The source code is available
at https://github.com/google/lecam-gan .

1. Introduction

Generative adversarial networks (GANs) [2, 7, 13, 44]
have made signi�cant progress in recent years on synthe-
sizing high-�delity images. The GAN models are the cor-
nerstone techniques for numerous vision applications, such
as data augmentation [11, 12], domain adaptation [18, 19],
image extrapolation [60], image-to-image translation [20,
34, 75], and image editing [1, 4, 21, 63].

The success of the GAN methods heavily relies on a
large amount of diverse training data which is often labor-
expensive or cumbersome to collect [65]. As the example
of the BigGAN [7] model presented in Figure1, the perfor-
mance signi�cantly deteriorates under the limited training
data. Consequently, several very recent approaches [28, 71,
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