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Abstract

Existing approaches for unsupervised domain adap-

tive object detection perform feature alignment via ad-

versarial training. While these methods achieve reason-

able improvements in performance, they typically perform

category-agnostic domain alignment, thereby resulting in

negative transfer of features. To overcome this issue, in

this work, we attempt to incorporate category information

into the domain adaptation process by proposing Memory

Guided Attention for Category-Aware Domain Adaptation

(MeGA-CDA). The proposed method consists of employing

category-wise discriminators to ensure category-aware fea-

ture alignment for learning domain-invariant discrimina-

tive features. However, since the category information is

not available for the target samples, we propose to gener-

ate memory-guided category-specific attention maps which

are then used to route the features appropriately to the cor-

responding category discriminator. The proposed method is

evaluated on several benchmark datasets and is shown to

outperform existing approaches.

1. Introduction

Object detectors [49, 11, 15, 14, 28, 38] are a critical

part in the inference pipeline of several applications like

autonomous navigation, video surveillance, image analysis

etc. Due to this, object detection has received significant

interest from the research community. Recent works like

[15, 28, 38] have achieved exceedingly good performance

on several benchmark datasets [9, 8, 13, 27]. However,

these approaches suffer from severe degradation of perfor-

mance when evaluated on images that are sampled from a

different distribution as compared to that of training images.

Such scenarios are encountered frequently in the real world.
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Figure 1. Performing global domain adaptation alone results in po-

tential negative transfer of features. To mitigate this issue, we em-

ploy additional category-aware adaptation.

For example, consider the case of self-driving cars where

the detectors are typically trained on datasets obtained from

one particular city or environmental condition (belonging to

source domain) and are expected to be deployed in differ-

ent city or environment (belonging to target domain). Due

to this, it is crucial to develop approaches that enable better

generalization of detectors.

One approach to address this issue is through unsuper-

vised domain adaptation [6, 44, 40], where the goal is to

utilize labeled source domain data and unlabeled target do-

main data to adapt object detector and improve the perfor-

mance on the unlabeled target domain data. To address

this issue, typically these methods attempt to learn domain-

invariant features by performing feature alignment between

the source and target images. Based on the theoretical in-

sights that minimizing the divergence between the domains

reduces the upper-bound error on the target domain [4], they

achieve the feature alignment through adversarial training.

Although these approaches result in considerable improve-

ments, they perform the domain alignment in a category-

agnostic way. That is, they match the global marginal dis-

tributions of the two domains without considering the cat-

egory information. This may lead to cases where the tar-

get domain samples are incorrectly aligned with the source-
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domain samples of a different class (see Fig. 1), thereby

resulting in sub-optimal adaptation performance. The task

of adapting object detectors is especially prone to this prob-

lem due to the presence of multiple categories of objects.

Considering this issue, we focus on incorporating cat-

egory information into the domain adaptation process by

matching the local joint distribution of features in addition

to the global alignment. In particular, we perform category-

wise alignment of features by employing category-specific

discriminators in the training process. Note that this re-

quires pixel-wise category labels so that the features can be

explicitly routed to the respective category-specific discrim-

inator. However, in the case of unsupervised domain adap-

tation, annotations are not available in any form (bound-

ing boxes/category labels/pixel-wise labels) for the target

dataset. This lack of annotations makes it difficult to use

category-specific discriminators.

In order to overcome this challenge, we propose

memory-guided attention maps for enabling the category-

aware feature alignment. The objective of these attention

maps is to focus on objects of specific categories, and hence

can be used to route the backbone features into the appropri-

ate category-specific discriminators. For generating these

attention maps, we propose the use of memory networks

[51, 47, 26, 23, 10, 34, 16]. During the training process,

these memory banks are used to store prototypes of the ob-

jects of different categories, where individual items in the

memory correspond to prototypical features of a particular

object category. The use of memory network is inspired

by their ability to store patterns over longer periods of time.

Additionally, the ability to update the patterns using explicit

write operations makes them especially useful in domain

adversarial training since the features change over the train-

ing process. For determining the attention at a particular

location, we use the feature at this location as a query to

retrieve relevant items from the different category-specific

memory networks. The retrieved items are then compared

with the query item and based on the similarity, we com-

pute the category-specific attention map. Furthermore, in

order to improve the effectiveness of the memory mod-

ule and the attention map generation process, we propose

a metric-learning based approach that involves learning an

appropriate similarity metric based on the available weak-

supervision in the source domain. In order to demonstrate

the effectiveness of the proposed method, we evaluate it on

several benchmark datasets and adaptation protocols. Fur-

thermore, we show that the memory-guided attention maps

play an important role in achieving category-wise distribu-

tion matching, thereby mitigating the issue of incorrect fea-

ture alignment.

To summarize, following are the main contributions of

our work:

• We propose memory-guided attention maps for enabling

category-wise distribution matching for domain adaptive

object detection.

• In addition, we improve the effectiveness of the memory

modules by employing metric learning-based approach

for computing the category-specific attention maps.

• The proposed method is evaluated on several benchmark

datasets and is shown to outperform recent domain adap-

tive detection approaches by a considerable margin. Ad-

ditionally, we conduct detailed ablation studies to clearly

disambiguate the role of memory-guided attention for

achieving category-wise alignment.

2. Related work

Object detection: The problem of object detection has

attracted significant interest due to its widespread appli-

cations in several higher-level inference tasks. Recent

approaches have benefited largely from the success of

convolutional neural networks, where different techniques

have developed anchor-based strategies for achieving high

performance object detection. These approaches can be

broadly categorized into (i) two-stage [38] and (ii) single-

stage approaches [37, 28].

Unsupervised domain adaptation: Deep-learning based

methods are affected by the domain-shift problem [35, 50],

where networks trained on one distribution of data tend to

perform poorly on a different distribution of data. This

problem is frequently encountered in the real-world when

models are deployed in slightly different conditions com-

pared to the training data. This issue is addressed typ-

ically using unsupervised domain adaptation approaches,

where the data from different domains are aligned so that

the resulting networks/models achieve good generalization

performance. Recent domain adaptation approaches in-

volve feature distribution alignment [48, 12, 45, 41], resid-

ual transfer [30, 31], and image-to-image translation ap-

proaches [21, 33, 19, 43, 2, 1, 36].

Domain adaptation for object detection: The task of do-

main adaptation for object detection was recently intro-

duced by Chen et al. [6], where they address the prob-

lem of domain shift at both image-level and instance-level.

Shan et al. [44] proposed to perform joint adaptation at

image level using the Cycle-GAN framework [54] and at

feature level using conventional domain adaptation losses.

Saito et al. [40] showed that strong alignment of the fea-

tures at global level is not necessarily optimal and proposed

strong alignment of the local features and weak alignment

of the global features. Kim et al. [25] diversified the la-

beled data, followed by adversarial learning with the help

of multi-domain discriminators. Cai et al. [5] addressed this

problem in the semi-supervised setting using mean teacher

framework. Zhu et al. [55] proposed region mining and

region-level alignment in order to correctly align the source

and target features. Roychowdhury et al. [39] adapted de-
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Figure 2. Overview of the proposed approach. Source and target features are aligned through global domain adaptation and category-

aware domain adaptation. Global alignment is achieved by category agnostic global discriminator whereas the category-aware alignment

is achieved by employing K category-specific discriminators. Since target labels are unavailable, the features to these discriminators are

routed using memory-guided category-specific attention maps.

tectors to a new domain assuming the availability of large

number of video data from the target domain. These video

data are used to generate pseudo-labels for the target set,

which are further employed to train the network. Khoda-

bandeh et al. [24] formulated the domain adaptation train-

ing with noisy labels. Specifically, the model is trained

on the target domain using a set of noisy bounding boxes

that are obtained by a detection model trained only in the

source domain. Sindagi et al. [46] used additional prior

about weather into the domain adaptation process. Hsu et

al. [20] proposed center-aware feature alignment to empha-

size adaptation for foreground regions. Abramov et al. [3]

proposed a simple approach by matching the image statis-

tics like color histograms or mean/covariance between the

source and target domain. He et al. [18] proposed an asym-

metric tri-way approach to account for the differences in la-

beling statistics between source and target domain. Xu et al.

[52] added a multi-label classifier as an auxiliary loss to reg-

ularize the features. However, the added loss does not pass

these category-specific information to the discriminator to

help perform the feature alignment. Zhao et al. [53] showed

that using multi-label classification loss as an auxiliary loss

for the domain discriminator yields better performance. In-

spired from conditional adversarial networks [29], Zhao et

al. [53] utilizes the multi-label prediction probability to per-

form conditional global feature alignment.

3. Proposed method

In this section, we introduce the details of our proposed

method. We assume availability of fully-labeled source

domain images with bounding-box annotations and unla-

beled target domain images without any annotations. For

rest of the paper, we denote the source domain dataset as

Ds = {X
i
s, b

i
s, y

i
s}

Ns

i=1, where Xi
s denotes ith-image, bis and

yis denotes the bounding box annotations and correspond-

ing category labels in the ith source domain image. Also,

each category label indicates one of K objects present in the

dataset and an extra category for the background classes,

i.e., yis ∈ {1, 2, ..,K + 1}. Furthermore, we denote the tar-

get domain dataset as Dt = {Xi
t}

Nt

i=1, where Xi
t denotes

the ith target domain image. Following the previous work

[6, 44, 40, 25, 24], we use Faster-RCNN [38] as our base

model. We denote the backbone feature encoder of the de-

tection network as E . The goal of the proposed method

is to utilize the source domain label information to learn

a detection network that can perform well on the target do-

main images. To achieve that, we follow a feature alignment

approach to match the distribution of features extracted by

feature encoder network, for images from source and target

dataset through domain adversarial training [12].

Fig. 2 presents an overview of the proposed feature align-

ment approach which consists of three major modules: 1)

Global discriminator that aligns the entire feature map ex-

tracted by the feature encoder network, 2) Category-wise

discriminators that focus on respective category-specific in-

formation to align features belonging to corresponding cate-

gory between source and target domain. 3) Memory-guided

attention mechanism to enable the training of category-wise

discriminators by generating category-specific attention on

the extracted feature maps. This attention helps to focus on

category information in the extracted feature map for train-

ing the respective category-wise discriminators. The atten-

tion is generated using a category-specific memory module

which stores relevant information for corresponding object

category. Details of these modules for feature alignment are

described in the following sections.

3.1. Global discriminator for adaptation

Following the existing works [6, 40], we also employ

a global discriminator to perform feature alignment of
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the feature maps at image-level. The global discrimina-

tor, denoted as Dgda, takes in the entire feature map ex-

tracted from the backbone network and is trained to iden-

tify whether the feature map is extracted from source or tar-

get domain. More precisely, let us denote a feature map

Fs, Ft ∈ R
C×H×W extracted from any source and tar-

get domain image Xs and Xt, respectively. The global dis-

criminator Dgda provides a prediction map of size H ×W .

The discriminator network is trained with the help of least

squared loss supervised with domain label yd ∈ 0, 1. For

source data, ∀Xs ∈ Ds, and target data, ∀Xt ∈ Dt the do-

main labels are set to 1 and 0, respectively. The overall loss

function can be written as:

Lgda(Xs, Xt) = −

H
∑

h=1

W
∑

w=1

yd(1−Dgda(F
(h,w)
s ))2

+ (1− yd)(Dgda(F
(h,w)
t ))2, (1)

To match the distribution of the source and the target

domain features, we utilize gradient reversal layer as pro-

posed in [12]. The gradient reversal layer flips the gradient

sign before propagating the gradients back to the feature

extraction network. Hence, the discriminator network Dgda

is trained to minimize Eq. 1 and feature encoder network

is trained to maximize Eq. 1. This adversarial training be-

tween feature extractor and discriminator helps to reduce

the domain gap between source and target image features.

Furthermore, instead of utilizing binary cross entropy loss

for training, we utilize least-squares loss as proposed in [32]

as it is shown to work better in practice and helps to sta-

bilize the training process. However, as we argued earlier,

the global adaptation is a category-agnostic approach to per-

form feature alignment between source and target domain.

Consequently, this results in negative transfer of features

and hurts the overall performance. Hence, using global dis-

criminator alone is not optimal and requires additional strat-

egy to avoid negative transfer of features.

3.2. Category­wise discriminators for adaptation

As discussed in the earlier sections, existing methods

only consider global feature alignment strategy. In the case

of object detection, each image will likely contain multiple

categories and hence the feature maps extracted from these

images will have features belonging to those respective cat-

egories including background features. Hence, addressing

negative transfer of features between the categories while

aligning source and target domain still remains an impor-

tant problem in domain adaptive object detection. We ad-

dress this issue by employing category-wise discriminators

(CDA) that focus on aligning respective category-specific

features between source and target domains. Specifically,

we employ K category-wise discriminators, each focusing

on aligning the respective categories. Let us denote discrim-

inator for kth category as Dk
cda, Fs and Ft as the features

extracted from source and target domain images Xs and Xt

respectively. To align the features of the kth category be-

tween the source and target domain, we generate attention

maps σ(Fs)k, σ(Ft)k ∈ {0, 1}
H×W (see Section 3.3) to

focus on the information related to only kth category. The

loss function for category-wise adaptation for kth category

can be written as:

Lk
cda(Xs, Xt) =

−

H
∑

h=1

W
∑

w=1

yd(1−D
k
cda(σ(Fs)

(h,w)
k · F (h,w)

s ))2

+ (1− yd)(D
k
cda(σ(Ft)

(h,w)
k · F

(h,w)
t ))2, (2)

where, σ(·)
(h,w)
k = 1 and σ(·)

(h,w)
k = 0 indicate the pres-

ence and the absence, respectively, of the kth category fea-

ture at location (h,w) in the corresponding feature map (Fs

or Ft), respectively. The major challenge in training with

these category-wise discriminator is lack of information re-

garding the location of category in the feature maps, espe-

cially for the target domain data. To this end, we propose

a mechanism to predict the attention maps indicating loca-

tions of each category with the help of a memory module.

3.3. Memory­guided attention mechanism

We propose memory-guided attention (MeGA) mecha-

nism to aid the category-wise discriminators in aligning the

category-specific features between the source and target do-

mains. Specifically, we employ K memory modules corre-

sponding to the K categories. These memory modules are

used to store the class-prototypes of different objects during

the training process, so that they can be retrieved for com-

puting the category-specific attention maps. Next, we de-

scribe the details regarding memory updates and attention

computation.

3.3.1 Memory module

A memory module has two operations, namely write and

read. To write in to the memory, features extracted from

the neural network are used to update the memory elements

appropriately. Whereas, the memory read operation is

used by the features extracted from the neural network to

query the memory and retrieve the most similar memory

element (or prototypical feature). These operations are

illustrated in Fig. 3. In the proposed approach, we learn K

memory modules, i.e. Mk ∈ R
Nm×C , corresponding to K

categories of the source and target domain. Here, Nm are

the number of memory items per category and C are the

number of channels in the feature map.

Memory write. To update the memory elements, we con-

sider only source domain images as we have access to the

bounding box labels to locate the category-specific features

in the extracted feature-map Fs. For brevity, let us denote
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Figure 3. Read and write operations for the memory module.

Gk = {gisk ∈ R
1×C}

Nsk

i=1 all the features belonging to kth

category in the feature-map Fs. Also, each memory ele-

ment in memory module Mk is denoted as mj ∈ R
1×C ,

where j ∈ {1, ..., Nm}. First, we compute the normalized

similarity metric between the memory elements in Mk and

the set of features Gk representing kth category as:

p(j,i) =
exp

(

mj · g
i
sk

)

∑

l∈Gk
exp

(

mj · glsk
) , (3)

where, p is an Nm ×Nk similarity map. We utilize this

similarity between memory elements and category features

to update each memory element using following equation:

mj ← mj +
∑

i∈Gk

p(i,j)gisk . (4)

Also, note that if the kth category is not present in the

source image, we do not update the elements of the respec-

tive memory module Mk. Following [34], we further regu-

larize the features by making sure that the memory elements

should not be too far from the original features. This regu-

larization encourages compactness in the memory module,

which reduces intra-class variations. This loss is formulated

in the form of L2 distance penalty as:

Lcmp =

Nm
∑

j=1

∥

∥mj − gpsk

∥

∥

2
, (5)

where, gpsk is a function of mj and denotes the most similar

feature in the set Gk to the memory element mj . In ad-

dition to regularizing the memory to be more compact, we

enforce a uniqueness constraint to reduce the redundancy

in the memory element. Following [34], we utilize a triplet

loss on the memory elements such that each memory ele-

ment in the memory module Mk represents unique proto-

type of the underlying category. This loss can be expressed

as follows:

Lunq =

Nm
∑

j=1

max(
∥

∥mj − gpsk

∥

∥

2
−
∥

∥mj − gnsk

∥

∥

2
, α), (6)

where, α denotes the triplet loss margin, gpsk and gnsk de-

notes respectively the most similar and the second most

C
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Memoryk
Conv
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Attention mask

𝛩 ^(𝐹𝑡𝑘)
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Figure 4. The feed-forward path for Memory-guided Attention

(MeGA) mechanism. Input source/target feature map is queried to

any k
th-category memory module. Through read operation clos-

est matching elements are retrieved and used to predict attention

map through learned similarity. Attention map is used to route the

k-category information to the k
th category discriminator module.

similar in the feature set Gk. Given these constraints, the

overall loss for the memory can be defined as:

Lmem = Lcmp + Lunq. (7)

Memory read. To retrieve the most similar memory ele-

ment, we compute the similarity between each item in the

memory Mk and the given query feature. Note that the

query feature can be either from the source domain or tar-

get domain image, i.e. gisk or gitk . For gisk the normalized

similarity is computed using the following equations:

q(i,j) =
exp

(

mj · g
i
sk

)

∑

l∈Nm
exp

(

ml · gisk
) . (8)

Given this normalized similarity q, the retrieved feature

ĝisk ∈ R
1×C can be expressed as follows:

ĝisk =
∑

j∈Nm

q(i,j)mj . (9)

Also, note that we use the same formulation to read from

the memory for both the source and target domain features.

3.3.2 Attention mechanism

We utilize all the memory modules to get attention maps

for category-wise discriminators. Specifically, to compute

an attention map for the target feature-map Ft, we query

each element ft ∈ R
1×C to the kth memory module

Mk and retrieve a vector f̂t ∈ R
1×C to get a retrieved

feature map F̂ k
t ∈ R

C×H×W . We compute element-wise

similarity between the extracted feature map Ft and the

retrieved feature map F̂ k
t to get the attention map for the

kth category-wise discriminator σ(Ft)k. We explore two

choices of similarity function to obtain the attention map.

Cosine similarity. The most commonly used similar-

ity function in the literature is cosine similarity. We

compute the element-wise cosine similarity to get σ(Ft)k
of size H ×W . It can be expressed as:

σ(Ft)
(h, w)
k =

F
(h,w)
t (F̂

k (h,w)
t )T

||F
(h,w)
t ||2||F̂

k (h,w)
t ||2

, (10)
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Table 1. Quantitative results (mAP) for Cityscapes → Foggy-Cityscapes dataset.

Method person rider car truck bus train mcycle bicycle mAP

Source Only 25.8 33.7 35.2 13.0 28.2 9.1 18.7 31.4 24.4

DAFaster [6] 25.0 31.0 40.5 22.1 35.3 20.2 20.0 27.1 27.6

Strong-Weak [40] 29.9 42.3 43.5 24.5 36.2 32.6 30.0 35.3 34.3

MAF [17] 28.2 39.5 43.9 23.8 39.9 33.3 29.2 33.9 34.0

D&Match [25] 30.8 40.5 44.3 27.2 38.4 34.5 28.4 32.2 34.6

Selective DA [55] 33.5 38.0 48.5 26.5 39.0 23.3 28.0 33.6 33.8

MTOR [5] 30.6 41.4 44.0 21.9 38.6 40.6 28.3 35.6 35.1

ICR-CCR [52] 32.9 43.8 49.2 27.2 45.1 36.4 30.3 34.6 37.4

ATF [18] 34.6 47.0 50.0 23.7 43.3 38.7 33.4 38.8 38.7

MCAR [53] 32.0 42.1 43.9 31.3 44.1 43.4 37.4 36.6 38.8

Prior DA [46] 36.4 47.3 51.7 22.8 47.6 34.1 36.0 38.7 39.3

MeGA-CDA (ours) 37.7 49.0 52.4 25.4 49.2 46.9 34.5 39.0 41.8

Oracle [38] 37.2 48.2 52.7 35.2 52.2 48.5 35.3 38.8 43.5

Learned similarity. While the use of cosine similarity to

compute the attention maps results in reasonable improve-

ments in accuracy, a closer look at these maps (see Fig.

6 top-row) reveals that the attention generated using co-

sine similarity is not accurate. To overcome this issue, we

explore a similarity metric which is parameterized with a

neural network and can be learned during training. In this

case, we utilize a metric learning approach where both Ft

and F̂ k
t are first passed through a network respectively, Θt

and Θk
t . To supervise the network we utilize the bounding

box information available in the source dataset. In particu-

lar, we maximize the cosine similarity between Θt(Ft)
(h,w)

and Θk
t (F̂

k
t )

(h,w) for the location where the category k is

present and minimize the similarity where there is an ab-

sence of the corresponding category as shown in Fig. 4.

Then, the attention map can be expressed as:

σ(Ft)k = Sim(Θt(Ft), Θ
k
t (F̂

k
t )), (11)

where, Sim(x, y) indicates element-wise cosine similarity

between tensor x and y of size C × H × W , similar to

Eq. 10. The resulting attention σ(·)k is of size H ×W . We

compute this attention for both source and target images and

for all K categories. Before forwarding the attention into

the subsequent discriminators, we binarize it with threshold

0.5 i.e., if the normalized similarity is greater than 0.5 we

assign 1 to the map and vice versa.

3.4. Overall training objective for MeGA­CDA

For our final model training, we add supervised detec-

tion loss on the source domain data, which has both images

and corresponding bonding box annotations with category

labels as described in Sec. 3. We denote the supervised

detection loss as Ldet, which includes both bounding box

regression loss and classification loss as described in [38].

Including the global, category-wise and memory loss as de-

scribed in the previous sections, the overall training objec-

tive of the proposed method can be expressed as:

Lmega
cda = Ldet(Xs, bs, ys) + β Lgda(Xs, Xt)

+ γ

K
∑

k=1

Lk
cda(Xs, Xt) + λ Lmem, (12)

where, β, γ and λ are parameters used to weight the global,

category-wise and memory loss, respectively.

4. Experiments and results

4.1. Implementation details

We adopt Faster-RCNN [38] network with VGG16 back-

bone and train using SGD optimizer with learning rate of

0.002 and momentum 0.9 for 6 epochs and then decrease

the learning rate to 0.0002. Global and Category-wise dis-

criminators consist of four convolution layers with ReLU

non-linearity1. The batch size is set to 2 with each batch

containing one image from source domain and one from tar-

get. We use 20 memory items for each category and each

memory item has a dimension of 1 × 1 × C, where C de-

notes the number of channels in the corresponding feature

map. The networks Θt, Θ
k
t also consist of 4 convolution

layers with ReLU non-linearity. We train the network for 10

epochs and report the mean average precision (mAP) with a

threshold of 0.5. The weight of the memory loss, λ and of

domain adaptors, β, γ are empirically set equal to 0.1 and

0.01, respectively.

4.2. Quantitative comparison

In this section, we compare the performance of the

proposed method with recent state-of-the-art approaches

under three broad categories of adaptation: (i) adverse

weather, (ii) synthetic-to-real adaptation, and (iii) cross-

camera adaptation.

1Details of the architecture are included in supplementary material
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4.2.1 Adverse weather conditions

Stable object detection performance in different weather

conditions is critical for safety critical applications like self-

driving cars. Weather conditions introduce image artifacts

which can negatively impact the detection performance. To

evaluate the effectiveness of proposed method in adverse

weather, we utilize Foggy-Cityscapes and Cityscapes as tar-

get and source domain respectively.

Dataset: The Cityscapes dataset [7] is collected under clear

weather conditions and Foggy-Cityscapes [42] is created

by simulating haze on top of the Cityscapes images. Both

Cityscapes and Foggy-Cityscapes have 2975 training im-

ages and 500 validation images with 8 object categories:

person, rider, car, truck, bus, train, motorcycle and bicycle.

Results: In Table 1, we report the performance of our

framework MeGA-CDA and compare with recent adaptive

object detection methods. As it can be observed, MeGA-

CDA, outperforms existing approaches by considerable

margin, while improving over the recent best method by an

average (absolute) mAP of 2.5%. Moreover, the proposed

method performs consistently well across all categories,

demonstrating the benefits of incorporating category-wise

alignment along with global alignment of the features.

4.2.2 Synthetic data adaptation

Synthetic data offers an inexpensive alternative to real data

collection as it is easier to collect and with appropriate en-

gineering, the synthetic data can be auto-annotated. In spite

of the advancements in computer graphics, photo-realistic

synthetic data generated using state-of-the-art rendering en-

gines suffer from subtle image artifacts which can result in

sub-optimal performance on real-world data.

Dataset: In this experiment, Sim10k [22] is used as the

source domain and Cityscapes as the target domain. Sim10k

has 10,000 images with 58,701 bounding boxes of car cate-

gory, rendered by the gaming engine Grand Theft Auto. We

use all the Sim10k images for training and evaluate on the

bounding boxes of the car category from the 500 images of

Cityscapes validation set.

Results: In Table 2, we report the mAP of our frame-

work trained using the Sim10K synthetic data as source and

Cityscapes as target. The proposed method, MeGA-CDA,

improves upon the recent best method by 1.8% mAP (abso-

lute improvement). Since we are adapting from synthetic

to real scenario, we observed better alignment when we

adapted the features of the third conv layer as well. Consid-

ering that this experiment has only one category of objects,

the improvements achieved by the proposed category-aware

alignment demonstrates that the memory-guided attention

ensures better alignment across the positive and negative

(background) class of objects.

Table 2. Quantitative results (mAP) for Sim10K → Cityscapes.

Method mAP

Source Only 34.3

DAFaster [6] 38.9

MAF [17] 41.1

Strong-Weak [40] 40.1

ATF [18] 42.8

Selective DA [55] 43.0

MeGA-CDA (ours) 44.8

Oracle [38] 62.7

4.2.3 Cross-camera adaptation

Differences in the intrinsic and extrinsic camera properties

like resolution, distortion, orientation, location result in im-

ages which capture the objects differently from each other

in terms of quality, scale and viewing angle. While the col-

lected data can be real, these domain differences will poten-

tially result in severe performance degradation.

Dataset: To study this effect of cross-camera domain

gap, we conduct two adapataion experiments involving

KITTI [13] and Cityscapes datasets. In the first experiment,

we adapt from KITTI to Cityscapes, where as in the second

experiment, we adapt from Cityscapes to KITTI. Note that

the KITTI dataset consists of 7,481 images,

Results: The results of these two experiments are presented

in Table 3. In both the experiments, proposed method is

able to achieve considerable improvements over the recent

best methods. From these results, one may observe that

proposed memory-guided category alignment is effective in

bridging the domain gap across different camera views and

optical properties.

Table 3. Quantitative results (mAP) for KITTI → Cityscapes and

Cityscapes → KITTI datasets.

Method KITTI→ City City→ KITTI

Source Only 30.2 53.5

DAFaster [6] 38.5 64.1

MAF [17] 41.0 72.1

Strong-Weak [40] 37.9 71.0

Selective DA [55] 42.5 -

ATF [18] 42.1 73.5

MeGA-CDA (ours) 43.0 75.5

4.3. Ablation studies

We study the impact of different components of the

proposed method, MeGA-CDA, by iteratively adding

each module. We use the Cityscape→Foggy-Cityscape

adaptation experiment for these ablations.

Quantitative analysis: The results corresponding to abla-

tion analysis are reported in Table 4. We observe reasonable

improvement over the source only baseline by adapting the
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Table 4. Ablation study on Foggy-Cityscapes. C4 and C5 indicate

the adaptation loss at fourth and fifth convolutional block respec-

tively in VGG16 backbone.

Method C5 C4 prsn rider car truc bus train mcycle bcycle mAP

Source Only 25.8 33.7 35.2 13.0 28.2 9.1 18.7 31.4 24.4

GDA ✓ 35.3 44.2 51.0 23.1 44.3 28.1 27.8 37.7 36.2

GDA+CDA+MA
✓ 34.5 45.1 50.4 23.8 45.6 27.9 29.6 37.5 36.8

✓ ✓ 37.8 47.1 52.4 29.1 48.8 29.0 36.7 39.0 40.0

GDA+CDA+MA+LS
(MeGA-CDA)

✓ 35.9 43.7 50.8 23.4 46.5 48.7 25.0 37.1 38.9

✓ ✓ 37.7 49.0 52.4 25.4 49.2 46.9 34.5 39.0 41.8

conv5 features with a global domain discriminator (GDA).

By augmenting the global domain discriminators with the

proposed memory-guided category-wise discriminators

(GDA+CDA+MA) trained with the cosine similarity-based

attention, we obtain a further improvement of 0.6% mAP.

This illustrates the benefit of adding category-wise infor-

mation during domain adaptation. When GDA+CDA+MA

is applied at multiple layers (both conv4 and conv5),

we observe further improvement of approximately 3%.

Finally, we demonstrate that strengthening the memory

module with a metric learned similarity (LS) approach

(MeGA-CDA) enhances the capability of the memory

banks in capturing the data characteristics and results in

further improvements. Specifically, when MeGA-CDA is

applied at conv5, we observe an improvement of 2.1% as

compared to GDA+CDA+MA baseline with cosine simi-

larity. Additionally, applying MeGA-CDA at both conv4

and conv5 blocks results in an additional improvement of

2%. As discussed previously, this sub-network is trained

using weak supervision from the ground truth bounding

boxes of the source domain and hence, it does not require

any additional annotations.

Qualitative analysis: We compare the detections of global

alignment approach with proposed category-wise alignment

in Fig. 5 for the Cityscapes→Foggy-Cityscapes adaptation

experiment. As we can see from Fig. 5, global alignment-

based approach results in errors such as missed-detections

(false negatives) or false positives. For example, back-

ground is detected as an object (bottom row) or an object

is mistakenly assigned wrong category and bounding box

size (top row). The most likely reason for this is nega-

tive transfer of features, as global adaptation aligns the fea-

ture in category agnostic way. In both cases, the proposed

category-wise alignment is able to rectify the error by bet-

ter countering the negative transfer of features. In Fig. 6,

we show attention maps generated for the car category dur-

ing MeGA-CDA training. For visualization, we overlay the

attention maps, generated by the memory module, on the

images. The top row and bottom rows show attention maps

computed using cosine similarity and metric learning-based

similarity respectively. It can be observed that the cosine

similarity-based attention provides reasonable focus on the

car category locations. However, with the learned similar-

ity we achieve more effectiveness where the attention spans

GDA MeGA-CDA
Figure 5. Qualitative detection results. Global alignment results in

miss-detections. In contrast, the proposed approach reduces false-

positives while achieving high-quality detections.
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Figure 6. Comparison of attention maps computed using co-

sine similarity (top-row) and learned similarity based attention

(bottom-row). Though cosine similarity based provides reason-

able focus on category features, learned similarity obtains more

accurate attention.

majority of the car region. This is expected as learned simi-

larity is trained through metric learning with weak supervi-

sion from the source domain ground truth and thus results

in guided learning of memory items as well.

5. Conclusions

We presented a category-aware feature alignment ap-

proach for domain adaptive object detection. Specifically,

we incorporate category information into the domain align-

ment process by introducing category-aware discrimina-

tors. To overcome the issue of lack of category labels, es-

pecially in target domain, we propose memory-guided at-

tention mechanism that generate category-specific attention

maps for routing the features into the appropriate category-

specific discriminator. By doing so, we are able to mitigate

the problem of negative transfer, thereby resulting in bet-

ter overall alignment. MeGA-CDA is evaluated on several

benchmark datasets and is shown to outperform existing ap-

proaches by a considerable margin.
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