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Abstract

Continual learning usually assumes the incoming data

are fully labeled, which might not be applicable in real ap-

plications. In this work, we consider semi-supervised con-

tinual learning (SSCL) that incrementally learns from par-

tially labeled data. Observing that existing continual learn-

ing methods lack the ability to continually exploit the unla-

beled data, we propose deep Online Replay with Discrim-

inator Consistency (ORDisCo) to interdependently learn a

classifier with a conditional generative adversarial network

(GAN), which continually passes the learned data distribu-

tion to the classifier. In particular, ORDisCo replays data

sampled from the conditional generator to the classifier in

an online manner, exploiting unlabeled data in a time- and

storage-efficient way. Further, to explicitly overcome the

catastrophic forgetting of unlabeled data, we selectively

stabilize parameters of the discriminator that are impor-

tant for discriminating the pairs of old unlabeled data and

their pseudo-labels predicted by the classifier. We exten-

sively evaluate ORDisCo on various semi-supervised learn-

ing benchmark datasets for SSCL, and show that ORDisCo

achieves significant performance improvement on SVHN,

CIFAR10 and Tiny-ImageNet, compared to strong base-

lines.

1. Introduction

Current achievements of deep neural networks (DNNs)

heavily rely on large amounts of supervised data, which are

expensive and difficult to acquire simultaneously. There-

fore, the ability of continual learning (CL) on incremental

training samples becomes extremely important. Numerous

efforts have been devoted to CL, which aim to continually

learn new training samples without catastrophic forgetting

of the learned data distribution [29]. Existing CL methods

mainly fall in two categories: weight regularization meth-
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ods [29, 11, 1] and replay-based methods [29, 32, 35], and

have achieved promising results in purely supervised set-

tings.

In many real-world applications, nevertheless, the incre-

mental data are often partially labeled. For example, in face

recognition [33], a device continually obtains user data for

unlocking. These increasing data could be used to update

the model for better user experience. However, true labels

of the incoming data are usually unavailable unless the user

provides the password for verification. Since frequently

asking for labelling would affect user experience, most of

the input data are unlabeled. Similar scenarios occur in

fingerprint identification [46] and video recognition [20].

Though such scenarios are common in our daily life, they

are seldom studied in the CL literature. Therefore, in this

paper, we focus on the challenging and realistic task that

continually learns incremental partially labeled data. For

simplicity, we refer to it as semi-supervised continual learn-

ing (SSCL).

Different from supervised CL, SSCL provides insuffi-

cient supervision and a large amount of unlabeled data. As

is well known, unlabeled data are crucial in semi-supervised

scenarios [48] but are massive to exploit. In fact, we con-

duct preliminary experiments in SSCL and empirically ver-

ify that the representative CL methods including the weight

regularization methods [29, 11, 1] and the replay-based

methods [29, 32, 35] may not effectively exploit the unla-

beled data. Specifically, the joint training of a strong semi-

supervised classifier significantly outperforms the best of

existing CL strategies on the same classifier (see results in

Fig. 1 and Appendix A). We identify this as the catastrophic

forgetting of unlabeled data problem in SSCL.

To this end, we present deep online replay with discrim-

inator consistency (ORDisCo), a framework to continually

learn a semi-supervised classifier and a conditional gener-

ative adversarial networks (GAN) [23] together in SSCL.

Specifically, ORDisCo is formulated as a minimax adver-

sarial game [7], where a generator tries to capture the un-

derlying joint distribution of partially labeled data, and help
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the classifier make accurate predictions. At the same time,

the classifier also predicts pseudo-labels for unlabeled data

to improve the training of the conditional generator. In con-

trast to previous work [35, 43, 28], ORDisCo replays data

sampled from the conditional generator to the classifier in

an online manner, which is time- and storage-efficient to

exploit the large amount of unlabeled data in SSCL. Fur-

ther, to explicitly overcome the catastrophic forgetting of

unlabeled data, we selectively stabilize parameters of the

discriminator that are important for discriminating the pairs

of old unlabeled data and their pseudo-labels predicted by

the classifier.

We follow the New Instance and New Class scenarios of

CL [29] to split commonly used SSL benchmark datasets

[16, 27], including SVHN, CIFAR10 and Tiny-ImageNet,

as the evaluation benchmarks for SSCL. To simulate the

practical scenarios, all methods continually receive a batch

of data with a few labels during training. Extensive evalua-

tions on such benchmarks show that ORDisCo can signifi-

cantly outperform strong baselines in SSCL.

In summary, our contributions include: (i) We consider

a realistic yet challenging task called semi-supervised con-

tinue learning (SSCL). We provide a systematical study of

existing CL strategies and show that the catastrophic for-

getting of unlabeled data is the key challenge in SSCL.

(ii) We present ORDisCo to continually learn a classifier

and a conditional GAN in SSCL. The generator replays

data in an online manner with a consistency regularization

on the discriminator to address the catastrophic forgetting

of unlabeled data; (iii) We evaluate ORDisCO on various

benchmarks and demonstrate that ORDisCO significantly

improves both classification and conditional image genera-

tion over strong baselines in SSCL.

2. Related Work

Continual learning (CL) aims to address catastrophic

forgetting in DNNs on a dynamic data distribution [29],

which requires DNNs to learn from incoming tasks or train-

ing samples while retaining previously learned data distri-

bution. Current efforts in CL mainly consider the setting

where large amounts of annotated data are available for

training. Regularization-based methods selectively penal-

ize changes of the parameters to maintain the learned data

distribution, e.g., EWC [11], SI [47] and MAS [1]. While,

replay-based methods store a small memory buffer to re-

play representative training samples [32, 4]. To address

the imbalance between the small memory buffer and large

amounts of training samples, BiC [44] splits an equal num-

ber of samples from both the memory buffer and new train-

ing data as a validation set to train an additional linear layer

for bias correction, while the Unified Classifier [8] regu-

larizes the cosine similarity of features in an unsupervised

fashion to normalize the prediction. [39] maintains a topol-

ogy of learned feature space, but it’s difficult to learn such

a CL-based topology from semi-supervised data. [19] pro-

vides a more effective strategy to select the memory buffer

from large amounts of labeled data, which is unavailable

in SSCL. To better recover the learned data distribution,

generative replay strategies continually learn a generative

model to replay generated data [35, 43, 28]. However, con-

ditional generation for CL heavily relies on large amounts

of labeled data to assign correct labels. Thus, the extension

to large amounts of unlabeled data with only a few labels

is highly nontrivial. Also, the generative models are often

offline saved in CL, which results in additional time and

storage cost.

CL of limited supervised data Few-shot continual or

incremental learning (FSIL) [10, 40, 3] incrementally learns

new classes from a small amount of labeled data, which

generally requires a pretraining step on large amounts of

base tasks and training samples for few-shot generalization.

Unsupervised continual learning (UCL) [31, 36] continu-

ally learns new classes from large amounts of unlabeled

data. However, FSIL and UCL only make use of a small

amount of labeled data or large amounts of unlabeled data,

both of which are easy to acquire in many real-world appli-

cations. Also, both FSIL and UCL mainly consider learning

new classes from a fixed number of training samples, rather

than continually learn new instances of the learned classes.

By contrast, our setting of SSCL aims to continually learn

new instances of the learned classes and new classes from

partially labeled data, which is more realistic in real-world

scenarios. [17] continually learns partially labeled new in-

stances of fixed classes through stacking generators and dis-

criminators that significantly expand the model. While, we

focus on the setting that the model should maintain a rel-

atively constant size, which is a common assumption for

continual learning.

Semi-supervised learning (SSL) provides a powerful

framework to leverage unlabeled data from a small amount

of labels. Pseudo-Labeling (PL) [14] is an early work to as-

sign the prediction of an unlabeled data that is higher than

a threshold as its pseudo-label to augment the labeled data.

Many more recent works of SSL on discriminative model

define a regularization term to learn the distribution of unla-

beled data. Consistency regularization, e.g., PI-model [13],

makes use of the stochastic predictions of a network and

adds a loss term to regularize the consistency of predic-

tions on different passes of the same data. Mean teacher

(MT) [41] enforces the predictions of the classifier closer

to its exponential moving average on the same batch of un-

labeled data. Virtual Adversarial Training (VAT) [24] adds

adversarial perturbations to the unlabeled data and enforces

the predictions to be the same as the original one. Graph

Laplacian regularization [6] penalizes the variation of la-

bels on the graph of manifold structure. SSL on GAN is

5384



generally built on a two-network architecture, that the dis-

criminator is responsible for both sample quality and label

prediction, including CatGAN [38], Improved-GAN [34],

CGAN [23] and its variants [30, 26]. Triple-GAN [16] ap-

plies a triple-network architecture that includes a classifier

taking the role of label prediction. ISL-GAN [42] dynam-

ically assigns more virtual labels to unlabeled data during

joint training of all the partially labeled data together. How-

ever, existing efforts of SSL on both discriminative model

and GAN only consider a static data distribution rather than

a dynamic one.

3. Semi-supervised Continual Learning and Its

Challenges

In this section, we first introduce the problem formu-

lation of continual learning (CL) of incremental semi-

supervised data, i.e. semi-supervised continual learning

(SSCL). Then, we provide a systematic study of existing

representative continual learning methods in SSCL. They

suffer from catastrophic forgetting due to the poor usage of

large amounts of unlabeled data.

3.1. Problem Formulation

Compared with supervised CL, SSCL only provides

a small amount of labeled data and a large amount of

unlabeled data, which is key to achieve good perfor-

mance. Formally, when training on a task t , SSCL

is a special continual learning setting on a partially la-

beled dataset D t =
! [B ]

b=0 D t
b with B batches, where

D t
b = { (x i , yi )} i ! bl

!
{ (x j )} j ! bul is a semi-supervised

batch consisting of a labeled sub-batch bl and an unlabeled

sub-batch bul . D t
b is introduced when training on the cur-

rent batch b and the performance on the task is evaluated

after learning each batch.

The above SSCL setting is similar to continual learning

of New Instance [29], while the dataset D t for SSCL only

consists of small amounts of labels rather than all the labels.

We consider continual learning of New Class [29] with par-

tially labeled data as a natural extension, where a collection

of T semi-supervised datasets D =
! [T ]

t =0 D t is sequentially

learned. D t is provided during training on the task t , which

includes several classes. After learning each task, all of the

classes ever seen are evaluated without access to the task

labels, i.e. the single-head evaluation [5].

3.2. A Systematic Study of Existing CL Methods

We adapt the representative continual learning strategies,

including weight regularization methods [29] and memory

replay ones [29], to SSCL by considering unlabeled data

and provides a systematical analysis.

In particular, we conduct extensive SSCL experiments

on the SVHN dataset, where we equally split the training set

Figure 1. Baselines that combine CL strategies to address SSCL.

JT: Joint training of all the training samples ever seen. ST: Se-

quential training on the incremental data; SMB: ST with replaying

the supervised data ever seen. SMB+UMB: SMB with an unsu-

pervised memory buffer of 10000 images to replay unlabeled data.

Weight regularization methods (EWC, MAS and SI) are imple-

mented on only the supervised loss (-sl) and both the supervised

loss and the unsupervised loss (-sl+ul). The gap between JT and

SMB is around 9.70% in average, which is caused by the catas-

trophic forgetting of unlabeled data.

into 30 batches with 3 labels per class in each batch. No-

tably, we learn various strong semi-supervised classifiers,

including MT [41], VAT [24], PL [14] and PI [13] models

in SSCL. We consider four learning strategies for all clas-

sifiers to verify the existence of catastrophic forgetting and

analyze the underling reason, as follows:

• Joint Training (JT): The classifier is jointly trained

on all the partially labeled data ever seen.

• Sequential Training (ST): The classifier is sequen-

tially trained on the incremental partially labeled data.

• Weight Regularization: Representative approaches

of weight regularization, including SI [47], MAS [1]

and EWC [11], are implemented to the classifier to se-

lectively stabilize parameters.

• Memory Replay: A memory buffer is implemented

to replay old training data. Classical methods [32, 4]

in CL use mean-of-feature to select samples, while

in SSCL we do not have sufficient labels to perform

selection. Therefore, we select data through uniform

sampling, which is indeed competitive to existing se-

lection methods as analyzed in [5] (See empirical re-

sults in Appendix A).

We extensively search the hyperparameters of all base-

lines and summarize the best results. For details like the
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