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Abstract

Nowadays, we have witnessed the early progress on

learning the association between voice and face automati-

cally, which brings a new wave of studies to the computer vi-

sion community. However, most of the prior arts along this

line (a) merely adopt local information to perform modality

alignment and (b) ignore the diversity of learning difficulty

across different subjects. In this paper, we propose a novel

framework to jointly address the above-mentioned issues.

Targeting at (a), we propose a two-level modality alignment

loss where both global and local information are consid-

ered. Compared with the existing methods, we introduce a

global loss into the modality alignment process. The global

component of the loss is driven by the identity classifica-

tion. Theoretically, we show that minimizing the loss could

maximize the distance between embeddings across differ-

ent identities while minimizing the distance between em-

beddings belonging to the same identity, in a global sense

(instead of a mini-batch). Targeting at (b), we propose a

dynamic reweighting scheme to better explore the hard but

valuable identities while filtering out the unlearnable iden-

tities. Experiments show that the proposed method outper-

forms the previous methods in multiple settings, including

voice-face matching, verification and retrieval.

1. Introduction

Voice and face share various potential characteristics,

e.g., gender, ethnicity, age, which are helpful for identifi-

∗Corresponding authors

cation and matching. Literatures [23, 10, 15] show that hu-

mans can hear the voice of an unknown person and match

the corresponding face with higher accuracy than chance,

and vice versa. From the perspective of brain science, mul-

timodal brain regions exist in the human brain, which pro-

cess both voices and faces to form person identity represen-

tations [26]. Can machines learn such ability to recognize

the face with the same identity only by hearing the voice,

or recognize the voice from the face? In recent years, re-

searchers have started to seek an answer to this interesting

question [17, 30]. The research of this technology is benefi-

cial to many application scenarios, including criminal inves-

tigation, synthesis or retrieval of human faces from voices

[19, 31, 2, 3], etc. This task can be specialized as cross-

modal matching, verification and retrieval problems. Dif-

ferent from the audio-visual speech recognition task [34],

the voice-face association problem is aim to find the iden-

tity relationship between face and voice, rather than the re-

lationship between voice and facial action.

In recent years, we have witnessed some progress of

early studies along this line. As a representative exam-

ple, SVHF [17] regards the matching problem as a binary

classification problem, and has achieved comparable perfor-

mance with human baseline in both voice-to-face matching

and face-to-voice matching. Benefit from the development

of deep learning and the cross-modal retrieval technology,

some recent work [11, 27, 8, 33, 16] has further verified

the feasibility of this problem through deep metric learning.

Wen et al. [30] boost the performance with multiple super-

vision.

Despite previous methods have been able to reach the
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Figure 1. Accuracy of different identities in the validation set un-

der the 1:2 voice-to-face matching setting. There is a significant

gap between identities, performances of some identities are even

lower than chance (50%).

same level as untrained humans, there are still two prob-

lems in learning voice-face association. (a) The first prob-

lem is that contrastive loss functions used in previous work

only use local information in a mini-batch, which leads to

slow convergence. (b) The second one is that the diversity

of difficulty across identities is ignored. Here the diversity

of difficulty means that there are obvious differences in the

difficulty of learning voice-face association among differ-

ent subjects. To illustrate this problem, we train a model

and test its accuracy on 1:2 voice-to-face matching for dif-

ferent subjects. The result is shown in Fig. 1, from which it

can be noticed that the accuracy of identities is significantly

different. This phenomenon coincides with what we find in

reality. For example, not all male voices are low and rough,

and there is an unignorable fraction of male voices that have

their own characteristics. In Fig. 1, we show some easy

and hard identities in the obtained results. We observe that

the accuracy distribution is relatively uniform, which vali-

dates our assumption that the learning difficulty is diverse.

Moreover, there exists an unignorable fraction of identities

suffering from a accuracy worse than random guess. This

validates the existence of extremely hard identities. Identi-

ties of this kind are hardly learnable. What is worse, they

might even confuse the model and shift the correct decision

boundary. In this paper, we name the hard but learnable

identity as hard identity, and the extremely hard identity as

personalized identity. In this sense, a reasonable learning

method should explore deeper into the hard identities while

filtering out the personalized ones.

Based on the above consideration, in this paper, we pro-

pose an adaptive framework for the voice-face association

learning. To overcome (a), we introduce a two-level modal-

ity alignment, which consists of implicit and explicit modal-

ity alignment. The implicit alignment is implemented with

an identity-classification-driven loss. With the theoreti-

cal analysis, we show that minimizing the implicit align-

ment loss could maximize the distance of embedding across

modalities and identities and minimize the distance of em-

beddings across modalities but belong to the same iden-

tity. Moreover, the distance is measured from a global

perspective instead of a local mini-batch. In this way, the

implicit alignment introduces global information and iden-

tity semantics in the embeddings. Moreover, the explicit

alignment, as a complementary component, aligns the two

modalities in a mini-batch directly. For (b), we propose an

adaptive framework to handle the hard identities and per-

sonalized identities with dynamic identity weights. The

hard identities obviously contribute to the bottleneck of the

performance of the learning methods. We propose an adap-

tive weighting strategy to gradually increase the weights of

the hard identities. This encourages the network to dive

deeper into the associations between voice and face. Since

personalized identities are extremely hard to learn, and their

gradients are larger throughout the training phase, forcing

the model to learn these samples will reduce the generaliza-

tion of the model. Therefore, our proposed strategy adap-

tively assigns zero weights to personalized identities.

In a nutshell, the main contributions of this work can be

summarized as follows:

• We propose explicit modality alignment and implicit

modality alignment to effectively learn the voice-face

association in a comprehensive manner.

• We propose an adaptive identity re-weighting frame-

work to better explore cross-modal associations from

hard identities, and excluding personalized identities

for generalization.

• Experiments under various settings are conducted to

illustrate the effectiveness of the proposed framework.

2. Related Work

2.1. Learning voiceface association

In recent years, learning the voice-face association has

aroused the interest of researchers. To the best of our knowl-

edge, SVHF [17] is the first work to propose a machine

learning algorithm for the voice-face association learning,

which focuses on the task of matching voices and faces. It

poses the matching as a binary classification problem and

simply uses the concatenation of the features as input of the

classifier. Then the researchers turn to solve the problem

from the cross-modal learning perspective, and include ad-

ditional tasks such as cross-modal verification and retrieval.

Inspired by existing cross-modal retrieval methods, some

studies [16, 11, 33] adopt the metric learning technique,

e.g., contrastive loss [7] or triplet loss [29], to help bridge
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Figure 2. An overview of the proposed method. Face images and voice audio clips are fed into the face encoder network and the voice

encoder network, respectively. The extracted embeddings are then assigned different weights according to the average loss of identities,

and personalized samples are filtered out. Finally, the parameters of the network are updated with two-level modality alignment.

the semantic gap between the two modalities. To further

exploring the relationship between samples in a mini-batch,

Horiguchi et al. utilize N-pair loss [8, 24] and Wang et al.

propose ranking loss [27] in the learning. Different from

these approaches that are only supervised by the identity

information, Wen et al. explicitly introduce more informa-

tion like gender and nationality to supervise the learning in

a multi-task manner [30].

A shortcoming of most existing metric learning methods

is that the losses they adopted only utilize the local infor-

mation in a mini-batch. Yet in this work, we consider a

two-level modality alignment where the global information

in the whole dataset and the local information in the mini-

batch are simultaneously employed.

2.2. Sample reweighting in deep learning

In deep learning, different samples have different effects

on model performance. To evaluate how samples affect

models, Koh & Liang [12] use influence function to test

the influence of sample weighting on loss without retrain-

ing. Based on the influence function, Wang et al. [28] lo-

cate samples which are not helpful after the first round of

training, and retrain the model from scratch without these

samples. For the same purpose, Ren et al. [21] utilize meta

learning method to assign weights based on the gradient di-

rection of samples, and Fan et al. [5] explores deep rein-

forcement learning to automatically select samples in the

training process. Sample re-weighting strategies are also

applied in the object detection task [22, 14, 13]. One of the

most well-known works is focal loss [14], which alleviates

class imbalance with a weighted loss function.

These re-weighting strategies only consider the instance-

level difficulty, thus weight each sample separately. How-

ever, in the voice-face association learning task, the dif-

ficulty is identity-level. To address this issue, we pro-

pose a novel strategy that assigns identity-specific weights,

where personalized identities are further excluded with zero

weights adaptively. The advantages are two-fold: on one

hand, it can reduce the number of weights and thus reduce

the algorithm’s complexity; on the other hand, the exclusion

of personalized identities ensures the generalization of the

network.

3. Methodology

Our goal is to learn generic vector representations to

bridge the semantic gap across voices and faces such that

a series of tasks ranging from face-voice/voice-face match-

ing, verification to retrieval could be made available. To

achieve this goal, we consider two factors. First of all, to

narrow the gap across modalities, we expect to perform ef-

fective modality alignment. To this end, we introduce a

loss-driven alignment mechanism in Sec. 3.1 where the se-

mantic gap is indirectly reduced by minimizing the identity

classification loss function, which is called implicit modal-

ity alignment loss. Besides indirect information, we also

consider an explicit modality alignment loss in Sec. 3.2

based on the contrastive learning framework. As for the

second factor, we consider the diversity of learning diffi-
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culty mentioned in Sec. 1. It leads us to an adaptive learn-

ing framework with dynamic identity weights, which will

be described in Sec. 3.3.

An overview of our framework is provided in Fig. 2,

where we adopt the convolutional networks as our back-

bone. After extracting embeddings, we perform an adaptive

learning procedure via identity re-weighting. The loss func-

tion is the sum of the explicit and implicit modality align-

ment loss. When the identity weights are obtained, the final

model is obtained by retraining the network based on the

weights.

3.1. Identity Recognition and Implicit Modality
Alignment

First of all, we start with an implicit formulation of the

modality alignment loss. To make sure that the face/voice

embeddings are consistent with the semantics of identity,

we expect that the learned embeddings should lead to accu-

rate identity recognition. This motivates us to minimize the

softmax loss of the identity classification for both face and

voice embeddings. Recalling Fig.2, our backbone includes

the deep encoders to leverage the face/voice embeddings

and a linear classifier, i.e., the last FC layer of the architec-

ture. We assume both voice and face embeddings share a

common identity linear classifier. Its weight matrix is de-

noted as W = [ω1,ω2, · · · ,ωM ] ∈ R
D×M , where M and

D represent the number of identities and feature dimensions

respectively. Given the training dataD = {(vi,xi, yi)}
N
i=1,

the identity classification loss is presented as follows:

Lface = −
1

N

N
∑

i=1

log
exp(ωT

yi
xi)

∑M

j=1
exp(ωT

j xi)
(1)

Lvoice = −
1

N

N
∑

i=1

log
exp(ωT

yi
vi)

∑M

j=1
exp(ωT

j vi)
(2)

Limplicit = Lface + Lvoice (3)

As an interesting fact, we can prove that adopting a com-

mon classifier could lead to an implicit modality alignment

mechanism. This is shown in the following proposition.

Proposition 1 Supposing that, for any k ∈ {1, 2, · · · ,M},
the weight decay strategy ensures ∥ωk∥ ≤ C, we have a

lower bound of Limplicit written as follows:

Limplicit ≥ 2 logM −
C

MN

M
∑

j=1

Dj

where

Dj =

∥

∥

∥

∥

∥

∥

(M − 1)
∑

yi=j

(xi + vi)−
∑

yi ̸=j

(xi + vi)

∥

∥

∥

∥

∥

∥

.

Prop. 1 shows the following properties of Limplicit:

• According to the inequality in this proposition, min-

imizing Limplicit leads a smaller value of its lower

bound logM − C
MN

∑M

j=1
Dj , which equivalently

leads to a larger value of C
MN

∑M

j=1
Dj .

• For a fixed j, Dj is the overall distance between

the face and voice embeddings belonging to j, and

the embeddings that do not belong to j. Maximiz-

ing C
MN

∑M

j=1
Dj eventually enforces all xi,vi from

the same class to be close to each other and enforces

all xi,vi from different classes to be far away from

each other. In this sense, minimizing Limplicit pro-

vides an implicit modality alignment mechanism for

our method.

• Compared with directly maximizing C
MN

∑M

j=1
Dj ,

minimizing Limplicit introduces W to the model

which leverages global information shared across all

sample points. From the efficiency perspective, opti-

mizing Dk directly requires traversing the entire train-

ing set, while the implicit optimization can be acceler-

ated by mini-batch training.

3.2. Explicit modality alignment

In the previous subsection, we show that the identity

recognition loss behaves like a global and implicit modality

alignment loss. To obtain a comprehensive loss, we intro-

duce a local and explicit modality alignment loss to include

the complementary information of the implicit loss.

Instead of using paired data directly, we implement the

explicit modality alignment with N-pair loss [24, 25], which

explores the local relationship among a mini-batch of in-

stances. It is formulated as follows:

Lexplicit =
1

N

N
∑

i=1

log(m+

∑

yj ̸=yi
exp(vix̂j)

exp(vix̂i)
)

+
1

N

N
∑

i=1

log(m+

∑

yj ̸=yi
exp(xiv̂j)

exp(xiv̂i)
)

(4)

where m is a hyper parameter to control inter-class margins,

and x̂ = x

∥x∥ , v̂ = v

∥v∥ .

This loss function adds explicit constraints on the em-

beddings of the two modalities, as a powerful complemen-

tary to the implicit alignment. At first glance, the ratio of

positive samples and negative samples is 1 : (N−1), which

might lead to the imbalance issue. Nonetheless, according

to the following analysis, we can see that the loss terms will

not be affected by the overwhelming ratio of the negative
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instances. In fact, Lexplicit can be approximately written as

Lexplicit ≈
1

N

N
∑

i=1

[max
yj ̸=yi

{vix̂j} − vix̂i +m− 1]+

+
1

N

N
∑

i=1

[max
yj ̸=yi

{xiv̂j} − xiv̂i +m− 1]+

(5)

where [x]+ indicates max(x, 0). This shows that Lexplicit

behaves like a hinge loss to punish max
yj ̸=yi

{vix̂j} − vix̂i. In

this sense, only the one negative instance realizing the max-

imum is activated for each loss term. Hence, the imbalance

issue could be naturally avoided.

3.3. Adaptive identity reweighting

In this subsection, we propose an adaptive learning al-

gorithm to deal with the diversity of the learning difficul-

ties. The proposed method has three stages. During the

first stage, we perform a warm-up training, where a pre-

trained model is learned without identity weights. In the

second stage, the pretrained model is updated together with

the identity weights. In the third stage, we train the final

model based on the learned identity weights. A summary of

all the details is shown in Alg. 1.

Algorithm 1 Training with identity weights

Input: Training data D, warm up iteration Twarm, update

iteration Tupdate, max iteration Tmax, batch size N ,

number of identities M , ratio of data retained Rkeep.

Output: model parameters θf , θg .

1: ▷ First Stage

2: Train Fθf , Gθv with D for Twarm

iterations.

3: ▷ Second Stage

4: while
M
∑

i=0

I[st−1

i > 0] < Rkeep ×M do

5: {(Ai, Ii, yi)}
N
i=1 ←SampleMiniBatch(D, N )

6: xi,vi ← Fθf (Ii), Gθg (Ai).
7: Calculate Limplicit with Eq. (1) and (2).

8: Update Ht with Eq. (6).

9: if t%Tupdate = 0 then

10: Update st with Eq. (7).

11: else

12: st ← st−1.

13: end if

14: Update θf , θg with Eq. (11).

15: end while

16: ▷ Third Stage

17: Reinitialize θf , θg .

18: for t = 1 to Tmax do

19: Update θf , θg with Eq. (11).

20: end for

The details for the first and third stage are obvious. We

only elaborate on the second stage next.

During this training phase, we update the weights in an

iterative manner. In the t-th iteration, we first sample a

mini-batch (Line 5 in Alg. 1) and perform a standard in-

ference to obtain the embeddings xi,vi for all the instances

in the mini-batch (Line 6 in Alg. 1). Next, we evaluate

the hardness of each involved identity in the current mini-

batch. To ensure the robustness of the learned weights,

we only employ the more stable implicit loss (Line 7 in

Alg. 1) Limplicit to measure the hardness. To integrate the

hardness information from previous iterations and the cur-

rent iteration, we perform a moving average strategy to cal-

culate the hardness (Line 8 in Alg. 1). Above all, the

hardness for the i-th identity, i.e., Ht
i , could be written as:

Ht
i = β ·Ht−1

i + (1− β) · Limplicit (6)

where β ∈ (0, 1) is a hyper parameter to control the impor-

tance of the current iteration.

Now, we assign a weight for each identity to gradually

add the hard identities to the training set (Line 11 in

Alg. 1). Specifically, in the t iteration of the training pro-

cess, the weight of the samples belonging to the i-th identity

in the loss is denoted as sti. As for the initialization, s0i is set

to 1 for the bottom 30% H0
i , and is set to 0 otherwise. To

maintain stability, the weight update is triggered after ev-

ery Tupdate iterations (Line 9 in Alg. 1). If the update is

triggered, sti will be updated as follows:

sti =

{

1, for all bottom k Ht
i with st−1

i = 0.

α · st−1

i , otherwise.
(7)

where α ∈ (0, 1) and k (a positive integer) are hyper pa-

rameters. Next, we explain how this equation works. First,

we will pick out all the identities with the smallest k Ht
i

and set their sti to 1. For the rest of the identities, we sim-

ply employ a weight decay strategy by setting sti = α ·st−1

i .

Meanwhile, the identities with the largest Ht
i are considered

as personalized identities, which should be dropped out via

a zero weight. To this end, we update the identity weights

sequentially. We will terminate the second stage of training

immediately after Rkeep percent of identities are assigned

with non-zero weights (Line 4 in Alg. 1).

At the end of each iteration (if not terminated), the

network parameters θf , θg are updated with weighted loss

functions (Line 14 in Alg. 1):

Lface = −

N
∑

i=1

ŝtyi
log

exp(ωyi
xi)

∑M

j=1
exp(ωjxi)

(8)

Lvoice = −
N
∑

i=1

ŝtyi
log

exp(ωyi
vi)

∑M

j=1
exp(ωjvi)

(9)
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Lexplicit =

N
∑

i=1

ŝtyi
log(m+

∑

yj ̸=yi

exp(vix̂j)

exp(vix̂i)
)

+

N
∑

i=1

ŝtyi
log(m+

∑

yj ̸=yi

exp(xiv̂j)

exp(xiv̂i)
)

(10)

Lθ = Lface + Lvoice + Lexplicit (11)

where ŝti = sti/
N
∑

j=1

stj .

4. Experiments

4.1. Datasets

Following previous work [30, 27], we evaluate the pro-

posed method on a constructed dataset based on VoxCeleb

[18] and VGGFace [20] datasets. VoxCeleb is an audio-

visual dataset of short human speech videos, which pro-

vides audios for our experiments. Meanwhile, VGGFace

is a human face dataset of 2,622 identities. Since in our set-

tings, it is not necessary to capture voices and faces from the

same video, we use still faces from VGGFace instead of ex-

tracted faces from VoxCeleb. The intersection of VoxCeleb

and VGGFace contains 1,225 identities after filtering low

quality data. Then we split the data into train/validation/test

sets without identity overlapping, and generate the queries

for validation and test according to our evaluation protocols

(See Sec. 4.2). The statistics of the resulted dataset are re-

ported in Tab. 1.

Table 1. Details on the datasets.

train validation test total

audio clips 113,322 14,182 21,850 149,354

face images 104,724 12,260 20,076 137,060

identities 924 112 189 1,225

queries (V-F) – 42,546 65,550 108,096

queries (F-V) – 36,780 60,228 97,008

4.2. Implementation details

Network architecture. The face feature extractor is imple-

mented with SE-ResNet-50 [9], which is a powerful back-

bone on multiple tasks of computer vision. The input is

a face image of size 112 × 112 × 3, which is normal-

ized to [−1, 1] by subtracting 127.5 and dividing 127.5,

and the output is a 128-dimensional face embedding. The

voice feature extractor is implemented with Thin-ResNet-

34 [1, 35], which inputs a spectrogram of voice and outputs

a 128-dimensional voice embedding. Spectrograms have

257 channels (256 frequency components and 1 DC com-

ponent), which are generated with a hamming sliding win-

dow of width 25ms and of hop 10ms. The two networks

are pre-trained with the face recognition task on MS-1M

[6], and the audio speaker recognition on VoxCeleb2 [4],

respectively.

Training strategy. The training process is split into three

stages: warm-up training, identity weight learning and

retraining with fixed identity weights, as mentioned in

Sec. 3.3. In order to balance the number of samples with dif-

ferent identities, we sample several identities in an iteration,

and then randomly sample one face image and one voice au-

dio clip for each identity. For data pre-processing, we apply

data augmentation including random rotation (from−15◦ to

15◦), random cropping (112×112) for images, and random

cropping in time axis (from 2.5 seconds to 5.0 seconds) for

audios. In our model, the hyperparameters are set as fol-

lows: m = 3.4 (Eq. (9)), β = 0.9 (Eq. (6)), α = 0.99, k =
22 (Eq. (7)), Twarm = 500, Tupdate = 100, Rkeep = 0.9
(Alg. 1). We adopt the stochastic gradient descent (SGD)

optimizer, where batch size and momentum are set to 64 and

0.9, respectively. The learning rate is initialized as 10−2,

and decays by 0.1 in the 2k and 3k iterations. The max iter-

ation Tmax is 10k, and the best model on the validation set

is preserved for evaluation.

Evaluation protocol. To show the overall capacity of the

proposed model in voice-face association learning task, we

conduct the evaluation under the following four settings:

(a) 1:2 matching. Given an instance from one modality

as the probe, and two candidates from the other modal-

ity (including one from the same identity as the probe)

as the gallery, the task is to find out which candidate

matches the probe. The performance is measured with

accuracy (ACC).

(b) 1:N matching. This task is basically the same as 1:2

matching, except that the length of gallery N ranges

from 2 to 10 in our experiments. We report ACC on

each N .

(c) Verification. Given two instances from different

modalities, the task is to judge whether they belong to

the same person. The performance is measured with

Area Under the ROC curve (AUC).

(d) Retrieval. This task is extended from the 1:N match-

ing task, where the gallery contains one or more candi-

dates that match the probe. The model is asked to rank

the gallery samples so that the candidates matching the

probe are ranked at the top. We report the performance

with mean average precision (mAP).

For each task, we report the metrics for two types of queries,

from voice to face (V-F) and from face to voice (F-V). On

matching and verification tasks, the queries are further di-

vided into two subtypes: gallery samples have the same

gender as the probe sample (G), or have unrestricted gen-

ders (U).
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Table 2. Results (%) on 1:2 matching, verification and retrieval. V-F: from voice to face; F-V: from face to voice; U: unrestricted; G: query

restricted by gender. The best results of our models and competitors are highlighted in soft red and soft blue, respectively.

Methods
1:2 Matching (ACC) Verification (AUC) Retrieval (mAP)

V-F (U) F-V (U) V-F (G) F-V (G) V-F (U) F-V (U) V-F (G) F-V (G) V-F F-V

SVHF [17] 81.0 79.5 63.9 63.4 – – – – – –

DIMNet [30] 81.3 81.9 70.6 69.9 81.0 81.2 70.4 69.3 4.3 3.8

Wang’s [27] 83.4 84.2 71.7 71.1 82.6 82.9 70.3 70.1 4.4 3.4

Ours (focal [14]) 85.3 85.0 75.6 74.5 85.6 85.4 76.0 75.1 6.5 6.2

Ours (-E -W) 84.6 84.7 72.8 71.3 84.8 85.0 72.4 71.4 4.6 5.1

Ours (-E) 84.3 84.3 75.0 74.4 84.6 84.6 75.3 74.8 5.1 4.9

Ours (-I -W) 85.1 85.4 75.2 74.3 85.7 85.7 75.8 75.2 4.8 5.1

Ours (-W) 85.5 85.2 76.3 74.7 85.8 85.3 76.7 75.1 6.5 6.2
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2 4 6 8 10
Length of gallery

30

40

50

60

70

80

90

A
c
c
u

ra
c
y
 (

%
)

(a) V-F (U)

2 4 6 8 10
Length of gallery

30

40

50

60

70

80

90

A
c
c
u

ra
c
y
 (

%
)

(b) F-V (U)

2 4 6 8 10
Length of gallery

20

30

40

50

60

70

80

A
c
c
u

ra
c
y
 (

%
)

(c) V-F (G)

Figure 3. Quantitative results on 1:N matching task. Best viewed in color.

Competitors. We compare our proposed method with three

models: SVHF [17], DIMNet [30] and Wang’s model [27].

Note that SVHF takes dynamic faces as input, so its dataset

is not exactly the same as ours.

Ablated variants. In order to quantify two main contribu-

tions of this paper: two-level modality alignment and iden-

tity re-weighting, we also implement four ablated variants:

(1) the model without explicit alignment and re-weighting

(denoted by -E -W), (2)the model without implicit align-

ment and re-weighting (denoted by -I -W) (3) the model

without re-weighting (denoted by -W), and (4) a model

trained with focal loss [14] instead of our re-weighting strat-

egy (denoted by focal).

4.3. Results and comparison

Quantitative results. The results on the 1:2 matching, ver-

ification and retrieval are recorded in Tab. 2. We see that

our model significantly outperforms the competitors over

all three tasks, with an average improvement of about 2%-

7%. Furthermore, comparing the performance on gender

restricted and unrestricted queries, our method has a larger

improvement in the case of gender restriction. These vali-

date that our model could discover deeper associations be-

tween face and voice. On the other hand, the results of 1:N
matching are shown in Fig. 3, which further verifies the ad-

vantage of our method. In this task, the accuracy decreases

with the increase of N, but our method consistently has a

higher performance and has less decrease than the competi-

tors, which shows that the proposed framework is relatively

more robust.

Moreover, we could make the following observations:

(1) The explicit modality alignment can significantly im-

prove performance, especially in the gender-restricted

groups, which are more challenging. In the 1:2 matching

task and the verification task, identity re-weighting brings

an increase of about 1%, and achieves the state-of-the-art

performance. However, training with focal loss doesn’t

bring significant improvement. (2) For all the tasks, results

on gender-unrestricted queries are obviously better than

gender-restricted ones. This shows that facial and voice

features are strongly related to gender, which is consistent

with people’s experience. Besides, even if the gender is re-
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Figure 4. Visualization of learned embeddings. The same color

points belong to the same person, and different shapes repre-

sent different modalities. Dimension reduction is implemented by

multi-dimensional scaling (MDS) [32]. Best viewed in color.

Mature voiceHoarse voice

Special accent Sounds like young boys

Figure 5. Some examples of personalized samples. We show four

cases of voice and face inconsistency as examples.

stricted, machines can still learn the association between

face and voice. (3) Despite that our identity re-weighting

strategy brings improvements on the matching and verifica-

tion tasks, the full model does not perform as well as its ab-

lated counterpart on the retrieval task. One possible reason

is that the re-weighting strategy improves generalization at

the expense of precision on the tail of gallery. How to im-

prove the performance of this situation more effectively is

worthy of further study.

Qualitative results. A visualization of the face embed-

dings and the voice embeddings extracted with our model

is provided in Fig. 4. It could be observed that embed-

dings from the same identities are close and discriminative

in most cases, which shows the effectiveness of learned fea-

tures intuitively.

4.4. Ablation study for training strategy

Effect of identity weights. In our framework, the hard

identities are filtered out by manually setting the ratio of

data retained Rkeep. As is shown in Tab. 3, we evaluate

the 1:2 matching accuracy of models learned with differ-

ent Rkeep, ranging from 0.6 to 1.0. Three conclusions can

be drawn: (1) Weighting the difficult samples can bring

about 1.2% to 1.6% performance improvement, even if ex-

Table 3. The effect of weighting and personalized identities filter-

ing on 1:2 matching accuracy. The best results are shown in bold.

Rkeep re-weighting V-F (U) F-V (U)

1.0 × 85.5 85.2

1.0 ✓ 86.7 86.8

0.9 ✓ 87.2 87.2

0.8 ✓ 87.0 87.1

0.7 ✓ 86.3 86.3

0.6 ✓ 85.9 85.3

tremely hard identities are not excluded. (2) After drop-

ping extremely hard identities, the performance is further

boosted, verifying the effectiveness of eliminating person-

alized identities. (3) After a certain point, the performance

of the model decreases with the increase of the retaining

ratio. This is due to the abandonment of some data might

lower the data diversity. Some excluded samples are shown

in Fig. 5. Intuitively speaking, these samples are usually

special in voice. See Supplementary Materials for more

analysis.

Effect of pre-training. We also explored the effect of pre-

training on the model in Supplementary Materials.

5. Conclusion

In this paper, we propose a novel embedding frame-

work for voice-face assoication learning, with (a) a com-

prehensive modality alignment loss embracing global and

local information; (b) a dynamic re-weighting strategy to

deal with the diversity of learning difficulty across iden-

tities. For (a), we propose a two-level loss including im-

plicit modality alignment loss and explicit modality align-

ment loss. In Prop. 1, we prove that the implicit alignment

loss could globally reduce the inconsistency of the embed-

dings across modality. For (b), we propose a re-weighting

framework which can focus on hard identities while filter

out personalized identities via the evolution of the identity

weights. Experiments on cross-modal matching, verifica-

tion and retrieval show that compared with previous meth-

ods, our method can better learn the association between

face and voice.
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