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Abstract

Most of unsupervised person Re-Identification (Re-ID)

works produce pseudo-labels by measuring the feature

similarity without considering the distribution discrepancy

among cameras, leading to degraded accuracy in label

computation across cameras. This paper targets to ad-

dress this challenge by studying a novel intra-inter cam-

era similarity for pseudo-label generation. We decompose

the sample similarity computation into two stage, i.e., the

intra-camera and inter-camera computations, respectively.

The intra-camera computation directly leverages the CNN

features for similarity computation within each camera.

Pseudo-labels generated on different cameras train the re-

id model in a multi-branch network. The second stage con-

siders the classification scores of each sample on different

cameras as a new feature vector. This new feature effec-

tively alleviates the distribution discrepancy among cam-

eras and generates more reliable pseudo-labels. We hence

train our re-id model in two stages with intra-camera and

inter-camera pseudo-labels, respectively. This simple intra-

inter camera similarity produces surprisingly good perfor-

mance on multiple datasets, e.g., achieves rank-1 accuracy

of 89.5% on the Market1501 dataset, outperforming the re-

cent unsupervised works by 9+%, and is comparable with

the latest transfer learning works that leverage extra anno-

tations.

1. Introduction

Person Re-Identification (ReID) aims to match a given

query person in an image gallery collected from non-

overlapping camera networks [41, 23]. Thanks to the pow-

erful deep Convolutional Neural Network (CNN), great pro-

gresses have been made in fully-supervised person ReID

[38, 25, 19, 18, 30]. To relieve the requirement of expensive

person ID annotation, increasing efforts are being made on

The code is available at https://github.com/SY-Xuan/

IICS.

Figure 1. t-SNE visualization [20] of features from a subset of

DukeMTMC-ReID. Different colors indicate samples from dif-

ferent cameras. Baseline features in (a) suffer from feature dis-

tribution discrepancies among cameras. Features learned by our

method are visualized in (b), where features from different cam-

eras have similar distribution.

unsupervised person ReID [36, 49, 12, 33, 32, 6], i.e., train-

ing with labeled source data and unlabeled target data, or

fully relying on unlabeled target data for training.

Existing unsupervised person ReID works can be

grouped into three categories: a) using domain adapta-

tion to align distributions of features between source and

target domains [32, 15, 29], b) applying Generative Ad-

versarial Network (GAN) to perform image style trans-

fer, meanwhile maintaining the identity annotations on

source domains [49, 31, 45, 3], and c) generating pseudo-

labels on target domains for training via assigning simi-

lar images with similar labels via clustering, KNN search,

etc. [16, 5, 35, 6, 28]. The first two categories define un-

supervised person ReID as a transfer learning task, which

leverages the labeled data on source domains. Generating

pseudo-labels makes it possible to train ReID models with

fully unsupervised setting, thus shows better flexibility.

Most of pseudo-labels prediction algorithms share a sim-

ilar intuition, i.e., first computing sample similarities, then

assigning similar samples identified by clustering or KNN

with similar labels. During this procedure, the computed

sample similarity largely decides the ReID accuracy. To

generate high quality pseudo-labels, samples of the same

identity are expected share larger similarities than with

those from different identities. However, the setting of un-

supervised person ReID makes it difficult to learn reliable
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sample similarities, especially for samples from different

cameras. For example, each identity can be recorded by

multi-cameras with varied parameters and environments.

Those factors may significantly change the appearance of

the identity. In other words, the domain gap among cam-

eras makes it difficult to identify samples of the same iden-

tity, as well as to optimize of intra-class feature similarity.

We illustrated the feature distribution of different cameras

in Fig. 1 (a).

This paper addresses the above challenge by studying a

more reasonable similarity computation for pseudo-labels

generation. Identifying samples of the same identify within

the same camera is easier than performing the same task

among different cameras. Meanwhile, domain gaps can be

alleviated by learning generalizable classifiers. We hence

decompose the sample similarity computation into two

stages to progressively seek reliable pseudo-labels. The first

stage computes sample similarity within each camera with

CNN features. This “intra-camera” distance guides pseudo-

label generation within each camera by clustering samples

and assigning samples within the same cluster with the same

label. Independent pseudo-labels in C cameras hence train

the ReID model with a C-branch network, where the shared

backbone is optimized by multiple tasks, and each branch is

optimized by a specific classification task within the same

camera. This stage simplifies pseudo-label generation, thus

ensures high quality pseudo-labels and efficient backbone

optimization.

The second stage proceeds to compute sample similari-

ties across cameras. Sample similarity computed with CNN

features can be affected by domain gap, e.g., large domain

gap decreases the similarity among samples of the same

identity as illustrated in Fig. 1 (a). As discussed in pre-

vious works [4, 26], the classification probability is more

robust the domain gap than raw features. We alleviate

the domain gap by enhancing the generalization ability of

trained classifiers in the first stage. Specifically, we clas-

sify each sample with C classifiers, and use their classifi-

cation scores as a new feature vector. To ensure the clas-

sification scores robust to the domain gap, each classifier

trained on one camera should generalize well on other cam-

eras. This is achieved with the proposed Adaptive Instance

and Batch Normalization (AIBN), which enhances the gen-

eralization ability of classifier without reducing their dis-

criminative ability. Classification scores produced by C

classifiers are hence adopted to calculate the “inter-camera”

similarity to seek pseudo-labels across cameras. The ReID

model is finally optimized by pseudo-labels generated with

both stages. Distribution of features learned by our method

is illustrated in Fig. 1 (b), where the domain gaps between

cameras are effectively eliminated.

We test our approach in extensive experiments on

multiple ReID datasets including Market1501 [41],

DukeMTMC-ReID [23] and MSMT17 [31], respectively.

Experiments show that each component in our approach

is valid in boosting the ReID performance. A complete

approach consisting of intra-inter camera similarities ex-

hibits the best performance. For instance, without lever-

aging any annotations, our approach achieves rank-1 accu-

racy of 89.5% on the Market1501 dataset, outperforming

the recent unsupervised works by 9+%. Our method also

performs better than many recent transfer learning works

that leverage extra annotations. For instance, the recent

MMT [7] and NRMT [40] achieves lower rank-1 accura-

cies of 87.7% and 87.8% respectively, even they leverage

extra annotations on DukeMTMC-ReID [23] for training.

The promising performance demonstrates the validity of

our method, which decomposes the similarity computation

into two stages to progressively seek better pseudo-labels

for training. This strategy is more reasonable than directly

predicting pseudo-labels across cameras in that, it effec-

tively alleviates the domain gap between cameras. Besides

that, those two stages corresponds to different difficulty in

predicting pseudo-labels, thus are complementary to each

other in optimizing the ReID model. To the best of our

knowledge, this is an original work studying better simi-

larity computation strategies in unsupervised person ReID.

2. Related Work

This work is closely related to unsupervised person ReID

and, domain adaptation and generalization. Recent works

on those two topics will be reviewed briefly in following

paragraphs.

Unsupervised person ReID has been studied with three

types of methods, i.e., by distribution alignment, training

GANs, and generating pseudo-labels, respectively. Distri-

bution alignment based methods follow the traditional do-

main adaptation methods [8, 24] to align the feature dis-

tribution of source and target domains. Wu et al. [32]

proposed a Camera-Aware Similarity Consistency Loss to

align the pairwise distribution of intra-camera matching

and cross-camera matching. Lin et al. [15] utilized Max-

imum Mean Discrepancy (MMD) distance [8] to align the

distribution of mid-level features from source and the tar-

get domains. Some other methods use GANs [46] to per-

form image-to-image style translation to transfer source

images into target style. Zou et al. [49] disentangled id-

related/unrelated features to enforce the adaptation to work

on the id-related feature space. Wei et al. [31] proposed per-

son transfer GAN, which can transfer person images with

the style of target dataset and keep the identity label of the

person.

Pseudo-labels based methods first generate pseudo-

labels by formulating certain rules based on sample similar-

ity, then train the ReID model with those pseudo-labels. The

quality of computed pseudo-labels determines the perfor-
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mance of these methods. Unsupervised clustering method

is one of the most commonly used methods to generate

pseudo-labels [12, 37, 28, 35, 17]. Fan et al. [5] used stan-

dard k-means clustering method to generate pseudo-labels

and fine-tuned model with these labels. Lin et al. [16] pro-

posed a bottom-up clustering approach to generate pseudo-

labels. To avoid re-initializing the classifier at each epoch,

an extra memory bank was added into the network. Wang

et al. [28] formulated unsupervised person ReID as multi-

label classification task and used memory bank to train the

network. NRMT [40], MMT [7] and MEB-Net [36] used

mutual-training [39] to reduce the influence of low-quality

pseudo-labels.

Domain adaptation and generalization are commonly

considered to improve the generalization ability of CNN

models. Recently, some works have found that Batch Nor-

malization (BN) [11] and Instance Normalization (IN) [27]

could improve the network’s generalization ability on mul-

tiple domains [48, 21, 1]. IBN-Net [21] integrated IN and

BN to enhance the generalization capacity of CNNs to un-

seen domain without fine-tuning. Chang et al. [1] improved

the performance of unsupervised domain adaptation using

domain-specific BN. Zhuang et al. [48] designed a camera-

based BN to alleviate the distribution gap between a camera

pair in person ReID. Their method improved the generaliza-

tion ability of the model across unseen cameras.

Most pseudo-labels based methods try to mitigate the

impact of low-quality pseudo-labels or find high-quality

part from generated pseudo-labels. The work most simi-

lar to us is [47] which utilizes extra ID labels within each

camera as supervision and simply uses classification results

to find matching candidates across cameras during inter-

camera training. Different from those works, our work

is motivated to seek a reliable similarity by progressively

eliminating negative influences of pose variances, illumina-

tion, occlusions through intra-camera training, and domain

gap through inter-camera training. This leads to the pro-

posed AIBN and inter-camera similarities. As shown in our

experiments, our method produces surprisingly good per-

formance on multiple datasets.

3. Methodology

3.1. Formulation

Given an unlabeled person image dataset with camera

information X = {X c}, where X c is a collection of person

images and the superscript c = 1 : C denotes the index of

cameras, respectively. Our goal is to train a person ReID

model on X . For any query person image q, the ReID model

is expected to produce a feature vector to retrieve image

Ig containing the same person from a gallery set G. The

trained ReID model should guarantee q share more similar

Figure 2. Illustrations of the proposed method for unsupervised

person ReID. The Intra-camera training is conducted within each

camera separately. It generates pseudo-labels by clustering us-

ing intra-camera similarity computed with the CNN feature f .

The inter-camera training generates pseudo-labels by clustering all

samples using the inter-camera similarity, which is computed with

classification scores. These two stages are executed alternately

during the whole training process to optimize the ReID feature f

with complementary intra and inter camera losses.

feature with Ig than with other images in G, i.e.,

g∗ = argmax
g∈G

sim(fg,f q), (1)

where f ∈ R
d is a d-dimensional feature vector extracted

by the person ReID model. sim(·) computes the feature

similarity.

Suppose a person p is captured by cameras in X , the

collection of images of p and X can be denoted as Xp and

X = {Xp}p=1:P , respectively, where P is the total number

of persons in X . An estimation towards {Xp}p=1:P would

make the optimization to Eq. (1) possible, e.g., through min-

imizing feature distance within each {Xp}, meanwhile en-

larging distance between {Xi} and {Xj} with i 6= j. A

commonly used strategy is performing clustering on X to

generate pseudo-labels. The training objective in label pre-

diction could be conceptually denoted as,

T ∗ = argmin
T

D(T , {Xp}p=1:P ), (2)

where T denotes the clustering result and D(·) computes its

differences with {Xp}p=1:P .

The optimization towards Eq. (2) requires to identify im-

ages of the same person across cameras. This could be chal-

lenging because the appearance of an image can be affected

by complicated factors. Using Icn ∈ X c to denote an image

of person p captured by camera c, we conceptually describe

the appearance of Icn as,

Icn
.
= Ap + Sc + En, (3)
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where Ap denotes the appearance of the person p. Sc rep-

resents the setting of cameras c including its parameters,

viewpoint, environment, etc., that affect the appearance of

its captured images. We use En to represent other stochas-

tic factors affecting the appearance of Icn including pose,

illumination, occlusions, etc.

According to Eq. (3), the challenge of Eq. (2) lies in

learning feature f to alleviate the effects of Sc and En, and

finding image clusters across cameras according to Ap. To

conquer this challenge, we propose to perform pseudo-label

prediction with two stages to progressively enhance the ro-

bustness of f to En and Sc, respectively.

The robustness to En can be enhanced by performing

Eq. (2) within each camera using existing pseudo-label gen-

eration methods, then training f according to the clustering

result. Suppose the clustering result for the c-th camera is

T c, the training loss on c-th cameras can be represented as,

Lc
intra =

∑

In∈X c,In∈T c

m

lossc(fn,m), (4)

where m denotes the cluster ID, which is used as the

pseudo-label of In for loss computation. To ensure the ro-

bustness of f towards complicated En under different cam-

eras, Eq. (4) can be computed on different cameras by shar-

ing the same f . This leads to a multi-branch CNN, where

each branch corresponds to a classifier, and their shared

backbone learns the feature f .

The robustness to Sc is enhanced in the second stage by

clustering images of the same person across cameras. Di-

rectly using the learned f to measure similarity for cluster-

ing suffers from Sc. We propose to compute a more robust

inter-camera similarity. The intuition is to train classifiers

with domain adaption strategies to gain enhanced general-

ization ability, e.g., the classifier on camera c is expected to

be discriminative on other cameras. We thus could identify

images of the same person from different cameras based on

their classification scores, and enlarge their similarity with

the inter-camera similarity, i.e.,

SIMinter(Im, In) = sim(fm,fn) + µ∆(sm, sn), (5)

where sn denotes the classification score of image In.

∆(sm, sn) is the probability that Im and In are from the

same identity. Eq. (5) enlarges the similarity of two images

from different cameras, if they are identified as the same

person. It effectively alleviates Sc during similarity compu-

tation and image clustering. We hence further optimize f

with the inter-camera loss based on the clustering result T ,

i.e.,

Linter =
∑

In∈Tm

loss(fn,m). (6)

Our method is progressively optimized by Eq. (4) and

Eq. (6), respectively to gain f with the robustness to Sc,

En. Their detailed computations, as well the implementa-

tion of ∆(·) and generalization ability enhancement will be

presented in the following parts.

3.2. The Intracamera Training

Fig. 2 illustrates our framework, where the person ReID

feature f is optimized by two stages. The intra-camera

training stage divides the training set X into subsets {X c}
according to the camera index of each image. Then, it per-

forms clustering on each subset according to the similarity

computed with feature f . Assigning images within each

cluster with identical label turns each X c into a labeled

dataset, allowing the function lossc(·) in Lc
intra can be com-

puted as

lossc(fn,m) = ℓ (F (wc,fn) ,m) , (7)

where F(wc, ·) denotes a classier with learnable parame-

ters wc. ℓ(·) computes the softmax cross entropy loss on

classifier outputs and the groundtruth label m.

As illustrated in Fig. 2, the intra-camera training treats

each cameras as a training task and trains the f with multi-

ple tasks. The overall training loss can be denoted as

Lintra =

C
∑

c=1

Lc
intra, (8)

where C is the total number of cameras. As discussed in

Sec. 3.1, Eq. (8) effectively boosts the discriminative power

of f within each camera. Besides that, optimizing f on

multi-tasks boosts its discriminative power on different do-

mains, which in-turn enhances the generalization ability of

learned classifiers.

3.3. The Intercamera Training

To estimate the probability that two samples from dif-

ferent cameras belong to the same identity, a domain-

independent feature is needed. As discussed in related

works [4, 26], samples belonging to the same identity

should have similar distribution of classification probability

produced by each classifier. We use the jaccard similarity of

classification probability to compute the ∆(sm, sn), which

reflects the probability that Im and In are from the same

identity

∆(sm, sn) =
sm ∩ sn

sm ∪ sn
, (9)

where ∩ is the element-wise min of two vectors and ∪ is the

element-wise max of two vectors. The classification score

sm is acquired by concatenating the classification scores

from C classifiers,

sm =[s1m, · · · , scm],

scm =[p(1|fm,wc), · · · , p(k|fm,wc)],
(10)
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where p(k|fm,wc) is the classification probability of at

class k computed by the classifier F (wc; ·) and scm is the

classification score of image Im on camera c.

To make the ∆(sm, sn) work as expected, classifier

trained on each camera needs to generalize well on other

cameras. The f trained by multi-task learning in the intra-

camera stage provides basic guarantee for generalization

ability of the network. In order to further improve gener-

alization of different classifiers, we propose AIBN which

will be described in detail at Sec. 3.4.

With ∆(sm, sn), clustering can be performed based on

inter-camera similarity to generate pseudo-labels on X .

Then Eq. (6) can be computed as:

Linter =
1

|B|

∑

In∈B

ℓ (F (w,fn) ,m) + λLtriplet, (11)

where B is a training mini-batch, ℓ is the softmax cross en-

tropy loss, m is its pseudo-label assigned by clustering re-

sult, λ is loss weight and Ltriplet is the hard-batch triplet

loss [10]. We randomly select P clusters and K samples

from each cluster to construct the training mini-batch B.

3.4. Adaptive Instance and Batch Normalization

As discussed above, we propose AIBN to boost the gen-

eralization ability of learned classifiers. Instance Normal-

ization (IN) [27] can make the network invariant to appear-

ance changes. However, IN reduces the inter-class variance,

making the network less discriminative. Different from IN,

Batch Normalization (BN) [11] retains variations across dif-

ferent classes and reduces the internal covariate shift during

network training. In other words, IN and BN are comple-

mentary to each other.

In order to gain the advantages of both IN and BN, we

propose the AIBN. It is computed by linearly fusing the

statistics (mean and var) obtained by IN and BN, i.e.,

x̂[i, j, n] = γ
x[i, j, n]− (αµbn + (1− α)µin)

√

ασ2

bn + (1− α)σ2

in + ǫ
+ β, (12)

where x[i, j, n] ∈ R
H×W×N is the feature map of each

channel, µbn and σbn are the mean and variance calculated

by BN, µin and σin are the mean and variance calculated

by IN, γ and β are affine parameters and α is a learnable

weighting parameter. The optimization of α can be con-

ducted with back-propagation during CNN training. We add

no constraints to α during training back-propagation. Dur-

ing network forward inference using Eq. (12), we clamp α

into [0, 1] to avoid negative values.

Discussion: To show the effects of two training stages,

we visualize the distribution of similarities between sam-

ples in Fig. 3. We use Red color to indicate the distribution

of similarity between samples from different cameras. It

is clear in Fig. 3 (a) that, the Red color is mixed with the

Figure 3. The distribution of similarity on DukeMTMC-ReID.

Blue and Red color indicates the distribution of similarity between

samples of the same identity from the same camera and different

cameras, respectively. Yellow and Green color indicates the dis-

tribution of similarity between samples of different identities from

the same camera and different cameras, respectively. To show an

intuitive visualization of real data, similarities are normalized into

[0, 1].

Yellow and Green color, which indicate the distribution of

similarity between samples of different identities. There-

fore, clustering using similarity in Fig. 3 (a) would lead to

poor performance. It also can be observed that, the intra-

camera training and inter-camera training progressively im-

proves the discriminative power of feature similarity. The

inter-camera training produces the most reliable similarity.

More evaluations will be presented in the following section.

4. Experiments

4.1. Dataset and Evaluation Metrics

We evaluate our methods on three commonly used per-

son ReID datasets, e.g., DukeMTMC-ReID [23], Mar-

ket1501 [41], and MSMT17 [31], respectively.

DukeMTMC-ReID is collected from 8 non-overlapping

camera views, containing 16,522 images of 702 identities

for training, 2,228 images of the other 702 identities for

query, and 17,661 gallery images.

Market1501 is a large-scale dataset captured from 6

cameras, containing 32,668 images with 1,501 identities. It

is divided into 12,936 images of 751 identities for training

and 19,732 images of 750 identities for testing.

MSMT17 is a newly published person ReID dataset. It

contains 126,441 images of 4,101 identities captured from

15 cameras. It is divided into 32,621 images of 1,041 iden-

tities for training and 93,820 images of 3,060 identities for

testing.

During training, we only use images and camera labels

from the training set of each dataset and do not utilize any

other annotation information. Performance is evaluated by

the Cumulative Matching Characteristic (CMC) and mean

Average Precision (mAP).

4.2. Implementation Details

We use ResNet-50 [9] pre-trained on ImageNet [2] as

backbone to extract the feature. The layers after pooling-
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5 layer are removed and a BN-Neck [19] is added behind

it. During testing and clustering, we extract the pooling-5

feature to calculate the similarity. All models are trained

with PyTorch.

During training, the input image is resized to 256× 128.

Image augmentation strategies such as random flipping and

random erasing are performed. At each round we perform

intra-camera stage and inter-camera stage in order. The

number of training round is set as 40.

At intra-camera training stage, the batch size is 8 for each

camera. The SGD is used to optimize the model. The learn-

ing rate for ResNet-50 base layers is 0.0005, and the one for

other layers is 0.005.

At inter-camera training stage, a mini-batch of 64 is sam-

pled with P = 16 randomly selected clusters and K = 4
randomly sampled images per cluster. The SGD is also used

to optimize the model. The learning rate for ResNet-50 base

layers is 0.001, and the one for other layers is 0.01. The loss

weight λ in Eq. (11) is fixed to 1. Margin in triplet loss is

fixed to 0.3. The training progressively uniforms the dis-

tribution of features from different cameras. Therefore, the

initial µ in Eq. (5) is set as 0.02, and follows the poly policy

for decay.

For Market1501 and DukeMTMC-ReID, we train the

model for 2 epochs at both stages. For MSMT17 we train

the model for 12 epochs at intra-camera stage and 2 epochs

at inter-camera stage. We use the standard Agglomerative

Hierarchical method [22] for clustering. For Market1501

and DukeMTMC-ReID, the number of clusters is 600 for

each camera at intra-camera stage and 800 at inter-camera

stage. For MSMT17, the number of clusters is 600 for

each camera at intra-camera stage and 1200 at inter-camera

stage.

Although additional clustering within each camera is

performed, this is more efficient than clustering on the en-

tire set. Therefore, the computational complexity of our

method is acceptable. It takes about 4-5 hours to finish the

training with a GPU on Market1501.

For the AIBN, the mixture weight α is initialized to 0.5.

We replace all BNs in layer3 and layer4 of ResNet-50 with

AIBN. Mixture weights are shared at each BottleNeck mod-

ule. The detailed analysis of this component is performed

in Section. 4.3.

4.3. Ablation Study

The impact of individual components. In this section

we evaluate the effectiveness of each component in our

method, the experimental results of each setting are sum-

marized in Table 1. As shown in the table, when only inter-

camera stage is used for training, performance is not satis-

factory. This shows that, the similarity between samples

from different cameras is unreliable. Clustering directly

using this similarity can lead to a poor performance. The

Dataset Market Duke

Settings mAP Rank-1 mAP Rank-1

Stage 1 45.0 71.6 41.4 62.9

Stage 2∗ 26.6 48.8 7.2 16.7

Stage1 + Stage 2∗ 55.1 78.6 35.8 54.2

Stage1 + Stage 2 + Eq. (9) 69.1 88.2 57.0 75.7

Stage1 + Stage 2 + Eq. (5) 72.1 88.8 59.1 76.9

Table 1. Ablation study on individual components of IICS. Stage 1

denotes intra-camera training stage. Stage 2 denotes inter-camera

training stage. * denotes the CNN features similarity is used in

stage 2.

rank-1 accuracy on Market1501 and DukeMTMC-ReID can

achieve 71.6% and 62.9%, respectively, with only intra-

camera training stage. This indicates that the similarity be-

tween samples from the same camera is reliable. Without

considering the distribution gap between cameras, the addi-

tion of the inter-camera training stage leads to a decrease in

performance on DukeMTMC-ReID. It is clear that although

the feature produced by the model has been improved after

the intra-camera stage, the similarity between samples from

different cameras is still unreliable.

Our method achieves the best performance when the in-

ter camera similarity in Eq. (5) is used in inter-camera train-

ing stage. It demonstrates that the inter-camera similarity is

more effective than CNN features similarity and is crucial

for the our performance enhancement. Since the jaccard

similarity can be used to calculate the probability that sam-

ples belong to the same identity, Eq. (9) can also be used

as similarity for inter-camera clustering. This setting can

also achieve good performance, which means the jaccard

similarity is also more robust to domain gap between cam-

eras. Experimental results show that each component in our

method is important for performance boost, and their com-

bination achieves the best performance.

The impact of AIBN. To test the validity of AIBN, we

test it with different training settings. The results are sum-

marized in Table 2. Replacing BNs in backbone with IN

can improve the performance on DukeMTMC-ReID but de-

crease performance on Market1501, which shows that only

applying IN can not bring stable performance enhancement.

AIBN can improve the performance on both dataset even

though the mixture weight α of AIBN is fixed at 0.5 dur-

ing training, which indicates that the combination of IN and

BN brings more stable performance gains. Optimizing mix-

ture weight α can further improve the performance on Mar-

ket1501 and DukeMTMC-ReID. It is clear that AIBN can

improve the generalization ability of trained network on dif-

ferent domains and cameras. IBN [21] is another method of

combining BN and IN to improve network generalization

ability. The result shows that our AIBN substantially out-

performs IBN.
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Dataset Market Duke

Settings mAP Rank-1 mAP Rank-1

Backbone 67.1 85.5 51.4 71.3

+ IBN [21] 59.8 81.1 35.4 56.3

+ IN 59.6 83.2 53.0 72.7

+ AIBN (fixed) 70.7 88.0 56.9 75.2

+ AIBN 72.1 88.8 59.1 76.9

Table 2. Ablation study on AIBN. The ResNet-50 is used as back-

bone.

Training Set
Dataset Market Duke

Settings mAP Rank-1 mAP Rank-1

Market
w/o AIBN 79.9 92.0 22.4 38.2

w/ AIBN 80.0 92.0 29.5 49.5

Duke
w/o AIBN 21.8 48.9 68.7 83.9

w/ AIBN 27.2 54.5 69.2 84.8

Table 3. Evaluation on the generalization ability of backbone

with/without AIBN.

Figure 4. Evaluation of parameter µ in Eq. (5).

To further test the generalization of the network with

AIBN, we train the network with labels on each dataset

and test it directly on another dataset without fine-tuning.

The results are shown in Table 3. On Market1501 and

DukeMTMC-ReID, the AIBN improves the rank-1 accu-

racy by 5.6% and 11.3% for the direct transfer task, respec-

tively. It is clear that AIBN can improve the generalization

of the network.

Hyper-parameter Analysis. We investigate some impor-

tant hyper-parameters in this section. Fig. 4 shows ef-

fects of parameter µ in Eq. (5). We can see that, as µ

increases from 0 to 0.02, rank-1 accuracy on Market1501

and DukeMTMC-ReID increases from 78.6% and 55.1% to

88.8% and 72.1%, respectively. This shows that larger u

brings considerable performance gains. It is also clear that

µ is easy to tune, i.e., µ > 0.01 leads to similar performance

on different datasets.

We also conduct several experiments to verify the im-

pacts of replacing BN with AIBN in different layers of the

network and different weight sharing methods of α in Eq.

(12). The results are shown in Table 4.

Replacing BNs in the deep layer of the network brings

more substantial performance gains than replacing BNs in

the shallow layer of the network. It is clear that, replacing

Dataset
Market Duke

mAP Rank-1 mAP Rank-1

P
o

si
ti

o
n

Not Replace 67.1 85.5 51.4 71.3

All 72.1 88.7 58.7 77.1

Layer 1+2 64.1 86.2 53.3 73.2

Layer 4 72.1 88.5 57.5 76.1

Layer 2+3+4 71.3 88.7 59.8 77.4

Layer 3+4 72.1 88.8 59.1 76.9

S
h

ar
in

g Not sharing 72.4 88.9 58.4 76.2

BottleNeck 72.1 88.8 59.1 76.9

Layer 71.0 88.3 58.3 76.4

Table 4. Ablation study on inserted layer of AIBN and weight shar-

ing methods of α in Eq. (12).

BNs with AIBN in Layer4 brings more significant perfor-

mance gains than the replacements in Layer1 and Layer2.

Since replacing BNs of Layer3 and Layer4 gives slightly

better results, this setting is used in our experiments. We

evaluate three settings of weight sharing methods of α: (a)

Each AIBN has its own α; (b) AIBNs in the same Bot-

tleNeck module share the same α; (c) AIBNs in the same

Layer of ResNet-50 share the same α. The results show that

different weight sharing methods of α has limited impacts

on the model performance.

4.4. Comparison with Stateoftheart Methods

We compare our method with recent unsupervised

and transfer learning methods on Market1501 [41],

DukeMTMC-ReID [23] and MSMT17 [31]. Table 5 and

Table 6 summarize the comparison.

We first compare our method with methods trained with

only unlabeled data. Compared methods include hand-craft

features based methods, and deep learning based methods.

It can be seen from Table 5 that compared with other deep

learning based methods, our method surpasses these meth-

ods by a large margin. This significant improvement is

mainly thanks to the more reliable similarity between sam-

ples used in clustering.

We also compare with the unsupervised domain adap-

tation methods, including GAN based methods (PTGAN

[31], etc.), Distribution alignment based methods (TJ-AIDL

[29], etc.), and Pseudo-labels based methods (MAR [33],

etc.). Pseudo-labels based methods perform better than

other types of methods in most cases. Many transfer learn-

ing methods use extra labeled source domain data for train-

ing. Our method still outperforms them using only unla-

beled data for training. The performance of our method can

be further improved by using the re-ranking similarity [42]

instead of the cosine similarity. Note that, re-ranking simi-

larity is a commonly used similarity in unsupervised ReID

[6, 13] and is only used during training. Therefore, it only

increases the training time and has no effect on the network

inference time and online ReID time.
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Methods Reference
Market1501 DukeMTMC-ReID

Source mAP Rank-1 Rank-5 Rank-10 Source mAP Rank-1 Rank-5 Rank-10

PTGAN [31] CVPR18 Duke - 38.6 - 66.1 Market - 27.4 - 50.7

HHL [43] ECCV18 Duke 31.4 62.2 78.8 84.0 Market 27.2 46.9 61.0 66.7

DG-Net++ [49] ECCV20 Duke 61.7 82.1 90.2 92.7 Market 63.8 78.9 87.8 90.4

TJ-AIDL [29] CVPR18 Duke 26.5 58.2 74.8 81.8 Market 23.0 44.3 59.6 65.0

MMFA [15] BMVC18 Duke 27.4 56.7 75.0 81.8 Market 24.7 45.3 59.8 66.3

CSCL [32] ICCV19 Duke 35.6 64.7 80.2 85.6 Market 30.5 51.5 66.7 71.7

MAR [33] CVPR19 MSMT17 40.0 67.7 81.9 - MSMT17 48.0 67.1 79.8 -

AD-Cluster [35] CVPR20 Duke 68.3 86.7 94.4 96.5 Market 54.1 72.6 82.5 85.5

NRMT [40] ECCV20 Duke 71.7 87.8 94.6 96.5 Market 62.2 77.8 86.9 89.5

MMT-500 [7] ICLR20 Duke 71.2 87.7 94.9 96.9 Market 63.1 76.8 88.0 92.2

MEB-Net∗ [36] ECCV20 Duke 71.9 87.5 95.2 96.8 Market 63.5 77.2 87.9 91.3

LOMO [14] CVPR15 None 8.0 27.2 41.6 49.1 None 4.8 12.3 21.3 26.6

BOW [41] ICCV15 None 14.8 35.8 52.4 60.3 None 8.3 17.1 28.8 34.9

BUC [16] AAAI19 None 29.6 61.9 73.5 78.2 None 22.1 40.4 52.5 58.2

HCT [34] CVPR20 None 56.4 80.0 91.6 95.2 None 50.7 69.6 83.4 87.4

MMCL [28] CVPR20 None 45.5 80.3 89.4 92.3 None 40.2 65.2 75.9 80.0

JVTC+ [13] ECCV20 None 47.5 79.5 89.2 91.9 None 50.7 74.6 82.9 85.3

IICS† This paper None 72.1 88.8 95.3 96.9 None 59.1 76.9 86.1 89.8

IICS‡ This paper None 72.9 89.5 95.2 97.0 None 64.4 80.0 89.0 91.6

Table 5. Performance comparison with recent methods on Market1501 and DukeMTMC-ReID. IICS denotes our method. †denotes using

the cosine similarity to compute the CNN features similarity. ‡denotes using the re-ranking similarity [42] to replace the cosine similarly.

* denotes the same backbone ResNet-50 is used in MEB-Net.

Methods Source
MSMT17

mAP Rank-1 Rank-5 Rank-10

PTGAN [31] Market 2.9 10.2 - 24.4

ECN [44] Market 8.5 25.3 36.3 42.1

SSG [6] Market 13.2 31.6 - 49.6

NRMT [40] Market 19.8 43.7 56.5 62.2

DG-Net++ [49] Market 22.1 48.4 60.9 66.1

MMT-1500 [7] Market 22.9 49.2 63.1 68.8

PTGAN [31] Duke 3.3 11.8 - 27.4

ECN [44] Duke 10.2 30.2 41.5 46.8

SSG [6] Duke 13.3 32.2 - 51.2

NRMT [40] Duke 20.6 45.2 57.8 63.3

DG-Net++ [49] Duke 22.1 48.8 60.9 65.9

MMT-1500 [7] Duke 23.3 50.1 63.9 69.8

MMCL [28] None 11.2 35.4 44.8 49.8

JVTC+ [13] None 17.3 43.1 53.8 59.4

IICS† None 18.6 45.7 57.7 62.8

IICS‡ None 26.9 56.4 68.8 73.4

Table 6. Performance comparison with recent methods on

MSMT17 [31]. IICS denotes our method. †denotes using the co-

sine similarity to compute the CNN feature similarity. ‡denotes

using the re-ranking similarity [42] to replace the cosine similar-

ity.

To further verify the effectiveness of our algorithm,

we conduct experiments on a larger and more challenging

dataset MSMT17. Our method outperforms existing meth-

ods under both unsupervised and unsupervised transfer set-

tings by a large margin. We achieve the rank-1 accuracy

of 56.4%, about 11% higher than the recent NRMT [40],

which adopts extra DukeMTMC-ReID for training. Those

above experiments clearly demonstrate the superior perfor-

mance of the proposed method.

Discussion Our method uses pre-defined clustering num-

bers in both stages, thus the clustering number is a critical

parameter for pseudo label generation. The clustering num-

ber can also be adaptively determined by setting a similar-

ity threshold. Generalizable strategies for determining the

clustering number for different datasets will be studied in

our future work.

5. Conclusion

This paper proposes a intra-inter camera similarity

method for unsupervised person ReID which iteratively op-

timizes Intra-Inter Camera similarity through generating

intra- and inter-camera pseudo-labels. The intra-camera

training stage is proposed to train a multi-branch CNN using

generated intra-camera pseudo-labels. Based on the classi-

fication score produced by each classifier trained at intra-

camera training stage, a more robust inter-camera similarity

can be calculated. Then the network can be trained with

the pseudo-label generated by performing clustering across

cameras with this inter-camera similarity. Moreover, AIBN

is introduced to boost the generalization ability of the net-

work. Extensive experimental results demonstrate the ef-

fectiveness of the proposed method in unsupervised person

ReID.
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