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Abstract

Person re-identification (Re-ID) is to retrieve a particu-

lar person captured by different cameras, which is of great

significance for security surveillance and pedestrian behav-

ior analysis. However, due to the large intra-class variation

of a person across cameras, e.g., occlusions, illuminations,

viewpoints, and poses, Re-ID is still a challenging task in

the field of computer vision. In this paper, to attack the

issues concerning with intra-class variation, we propose

a coarse-to-fine Re-ID framework with the incorporation

of auxiliary-domain classification (ADC) and second-order

information bottleneck (2O-IB). In particular, as an auxil-

iary task, ADC is introduced to extract the coarse-grained

essential features to distinguish a person from miscella-

neous backgrounds, which leads to the effective coarse- and

fine-grained feature representations for Re-ID. On the other

hand, to cope with the redundancy, irrelevance, and noise

contained in the Re-ID features caused by intra-class varia-

tions, we integrate 2O-IB into the network to compress and

optimize the features, without increasing additional com-

putation overhead during inference. Experimental results

demonstrate that our proposed method significantly reduces

the neural network output variance of intra-class person im-

ages and achieves the superior performance to state-of-the-

art methods.

1. Introduction

Image-based person re-identification (Re-ID) aims to re-

trieve a particular person from a high volume of person im-

ages captured by different cameras. Considering its crucial

applications in public security surveillance, pedestrian be-

havior analysis, etc., Re-ID has received increasing atten-

tion in recent years.

* Yuzhen Niu is the corresponding author (e-mail: yuzhen-

niu@gmail.com).

Figure 1. We present a novel coarse-to-fine Re-ID framework. As-

sisted by the task of auxiliary-domain classification (ADC), our

Re-ID framework is enabling to learn from the coarse-grained to

the fine-grained features for distinguishing persons. Specifically,

an extra-domain dataset and a Re-ID dataset are jointly utilized in

ADC. Second-order information bottleneck (2O-IB) module com-

presses the redundant information and noise in the features to ob-

tain a more concise and core representation. Last, the computed

embedding vector for person representation is generated for Re-

ID.

Owing to the ability of extracting excellent represen-

tative features as well as the outstanding invariance em-

bedding capability, convolutional neural networks (CNNs)

have become the predominant choices for Re-ID. CNNs-

based Re-ID methods can be roughly categorized into 1)

the representation learning methods that use classification

losses as the proxy targets to learn the person embeddings

[12, 43, 15, 26]; 2) the metric learning methods that aim to

learn the similarity between two person images so that im-

ages of the same person have greater similarity than those

of different persons [25, 23, 22]; 3) the attribute learning

methods that use the local attributes, such as clothing color,

hair length/color, hat, and backpack, to identify a person

[18, 19, 40, 31]; 4) the local feature learning methods that

use image dividing, skeleton key point positioning, and pos-

ture correction to learn the features of each part of the per-

son image, and then obtains the global features of the person

through feature fusion [17, 37, 32, 33]; and 5) the genera-

tive adversarial network (GAN) based methods that expand

and augment person images in the training dataset to obtain
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more generalized CNN models [8, 41].

Despite plenty of research progress, Re-ID is still a chal-

lenging task, because there exist significant intra-class vari-

ations in the person images captured by different cameras,

due to the changes in the background, illumination, view-

point, and human poses. Learning robust Re-ID represen-

tations against intra-class variations has been an attractive

research topic. To address these concerns, the attention-

based methods [24, 15, 13, 2] tend to highlight the informa-

tive features and suppress the noise, while [14, 8, 41] apply

GANs to synthesize training data to cover the changes in

different scenes. However, these methods have not thor-

oughly resolve the concerns of intra-class variations, since

the person images may be severely contaminated by mis-

cellaneous backgrounds. Besides, the intra-class variations

tend to make the Re-ID features vulnerable towards the low-

level data uncertainty. Moreover, the complexity of existing

models usually increase the computational overhead in the

inference stage.

To cope with the concerns of intra-class variations, in

this paper, we present an end-to-end hierarchical coarse-to-

fine Re-ID framework for person Re-ID, as shown in Figure

1. In the coarse stage, the framework focuses on extracting

features to answer the question, “how to describe a person

in an image and what are the characteristics of a person dif-

ferent from other objects?” In the fine stage, it focuses on

the question, “how to distinguish different persons in dif-

ferent images?” These two questions are formulated as a

cascade of auxiliary-domain classification (ADC) task and

the Re-ID task. Effective coarse- and fine-grained feature

representations for Re-ID can be learned through multi-task

learning of these two tasks. As shown in Figure 1, the pro-

posed hierarchical framework is composed of the coarse-

grained feature extraction (CGFE) module, the fine-grained

feature extraction (FGFE) module, as well as our proposed

second-order information bottleneck (2O-IB) layers.

In order to reduce the impact of miscellaneous back-

ground objects, we propose a simple yet effective solution.

Since all the images in the Re-ID dataset are person images,

we leverage an extra-domain dataset, composed of images

with non-person objects, to jointly train the CGFE and the

first 2O-IB layer in ADC. In this way, the ADC task can

reduce the influence of intra-class variations caused by the

distractors, such as background, occlusion, and illumination

in the images.

To further reduce the negative impact of data stochas-

ticity, redundancy, and noise within data representation,

we present a second-order information bottleneck, which

is inspired by the information bottleneck (IB) proposed by

Tishby et al. [21]. It has been widely applied to com-

press the stochasticity of the representation in the input sig-

nal, and improve the generalization ability of deep learn-

ing models. The proposed 2O-IB layers are introduced be-

fore the classification layer that follows the CGFE mod-

ule and before the embedding output layer that follows the

FGFE module to compress the stochasticity of features and

strengthen the representativeness for the embedding vectors

of the same person.

It is worth mentioning that the ADC task, 2O-IB layers,

and the extra-domain dataset are only used in the training

stage. On the inference stage, the ADC task and the extra-

domain dataset are not necessary for Re-ID and the IB lay-

ers can be equivalently replaced by fully-connected layers,

thereby avoiding increasing the inference cost.

In summary, the main contributions of this paper are

four-fold:

1) We propose an end-to-end hierarchical coarse-to-fine

framework for person Re-ID. The hierarchical model can

realize person feature extraction and information compres-

sion from coarse-grained to fine-grained, and address the

challenges of intra-class variations.

2) We formulate an auxiliary-domain classification task

for the coarse-grained feature extraction. The ADC task

can help the model learn how to extract the most essential

features of “person” that are different from other objects

by introducing an extra image classification dataset, thereby

improving the Re-ID model’s ability to overcome the intra-

class variations.

3) We propose a 2O-IB method that can reduce the im-

pact of data stochasticity, redundancy, noise, and intra-class

variation on data representation. The 2O-IB layers are only

used during training and can be equivalently replaced by

fully-connected layers during inference, which saves the ex-

tra inference cost.

4) Experimental results show that the proposed hierar-

chical framework for Re-ID achieves superior performance

to state-of-the-art Re-ID methods.

2. Related Works and Preliminaries

2.1. Related Works

Effective feature representation for high-accuracy dis-

crimination of people images is still challenging. Recently,

attention mechanism [24, 15, 13, 2] receives increasingly

focus since it can highlight the informative features (e.g.,

spatial locations and human pose) and suppress the noisy

parts (e.g., background and illumination).

Zhang et al. [35] proposed a two-stream network to

solve the problem of changes in illumination which may

affect the people representation of Re-ID methods signif-

icantly. The proposed network separates Re-ID features

from lighting features to enhance the illumination robust-

ness.

Liu et al. [14] considered the challenge of Re-ID

robustness caused by human pose variations, and pro-

posed a pose-transferrable framework which utilizes pose-
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Figure 2. Probabilistic relation in the information bottleneck (IB)

framework, where p denotes a fixed distribution probability, q de-

notes parametric distribution probability to be optimized. Source

X , target Y and compression T form a Markov chain Y ↔ X ↔
T with the joint distribution p(X;Y )q(T |X). IB tries to find a

compression representation T of X , i.e., minimize the mutual in-

formation I(X;T ), while preserving maximal relevance about Y ,

i.e, maximizing I(T ;Y ) with a trade-off balance β > 0.

transferred sample augmentations to enhance the pose ro-

bustness. They trained a generator-guider-discriminator

network to generate more novel samples with rich pose vari-

ations, and then added these samples into the target dataset

to facilitate robust training. Gao et al. [4] proposed a pose-

guided visible part matching method to learn the discrim-

inative features with pose-guided attention and self-mines

the part visibility. The proposed method exploits discrimi-

native local features and estimates whether a part suffers the

occlusion or not.

He et al. [5] considered another challenge, i.e., per-

son occlusion caused by various obstacles, and proposed

an alignment-free model for this scenario. They first lever-

aged the fully convolutional network and pyramid pool-

ing to extract spatial pyramid features, and then developed

an alignment-free matching approach to compute match-

ing scores between occluded persons. They designed an

occlusion-sensitive foreground probability generator to fo-

cus on clean human body parts. Following the GAN-based

methods used for Re-ID tasks, Huang et al. [8] proposed

an adversarially occluded samples method to augment the

variation of training data for improving the generalization

capability of Re-ID models.

In addition to the above problems, noisy training data

may also affect the performance of deep learning based Re-

ID models. Yu et al. [27] proposed a DistributionNet to

solve two types of noise, i.e., label noise caused by human

annotator errors and data outliers caused by person detector

errors or occlusion. The DistributionNet models the person

image as a Gaussian distribution with its variance represent-

ing the stochasticity of the extracted features.

2.2. Information Bottleneck

For a provided dataset D = {(x1, y1) , . . . , (xN , yN )|xi
∈ X, yi ∈ Y, i = 1, . . . , N}, where X,Y are two ran-

dom variables that take values x, y from two finite sets with

distribution p(x), p(y), respectively. N is the number of

i.i.d. training sample pairs. We use p to denote the distri-

butions that are given to be fixed and use q to denote the

distributions that are updated throughout the optimization

process. Variable X and output Y follow the marginal dis-

tribution p (X) and p (Y ), their joint distribution is denoted

by p (x, y). Let T be the intermediately compressed repre-

sentation of X in the way of Markov chain Y ↔ X ↔ T .

q (t|x) denotes the conditional probability for a given en-

coding map from X to the variable T .

The IB principle [21] (as shown in Figure 2) aims to ex-

tract a compression T of X that is relevant for determining

Y . T is found to maximize the relevance with Y , formu-

lated in terms of the mutual information I (Y ;T ), while un-

der the constraint of input compression which formulated in

terms of I (X;T ). This constrained optimization problem

can be written by

argT∈∆ max I (T ;Y ) s.t. I (X;T ) ≤ r, (1)

where ∆ is the variable space of T .

Rather than solving the constrained optimization prob-

lem in (1), the general IB method tries to minimize the so-

called IB Lagrangian cost function:

min
q(t|x)

LIB (T ) = I (T ;Y )− βI (X;T ) , (2)

where β is the Lagrange multiplier, a non-negative free

parameter that controls the trade-off between the input

compression and output determination. Considering that

the mutual information between two probability functions

is non-negative, thus, minimizing LIB (T ) is to minimize

I (X;T ) while maximizing I (T ;Y ) at the same time.

3. Proposed Method

In order to alleviate the influence of intra-class varia-

tions, we proposed an end-to-end hierarchical coarse-to-fine

deep learning framework for Re-ID. In the coarse stage,

an object-level feature representation is obtained with the

help of an extra-domain dataset by using the ADC task.

Specifically, the classification task, trained on both the Re-

ID dataset and the extra-domain dataset, can improve the

model’s ability to extract more accurately person features.

On this basis, the fine-grained feature representation is ob-

tained in the fine stage, where only the Re-ID dataset is used

for training with triple loss. In addition, to further address

the intra-class variation, the second-order IB method is pro-

posed and applied before the classification layer and em-

bedding output layer. The 2O-IBs are calculated separately

in these two stages, which can keep only the information

most relevant to the target output and can obtain intra-class

variation tolerant feature representation.

As shown in Figure 3, the proposed hierarchical frame-

work is composed of a CGFE module, an FGFE module,

two proposed 2O-IB layers, some convolutional layers, and

pooling layers. Both original Re-ID datasets (e.g., Mar-

ket1501 [39], DukeMTMC-reID [42], and CUHK03 [11])

and an extra-domain dataset of other object classes (e.g.,

cat, fish, bird, and car images in ImageNet) are prepared
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Figure 3. The proposed end-to-end hierarchical coarse-to-fine framework for person Re-ID. Both the original Re-ID dataset and the extra-

domain dataset are used for training. Coarse-grained feature extraction (CGFE) module aims to extract features for image classification,

as well as provide primary feature maps for fine-grained feature extraction (FGFE) module that extracts features for calculating the triplet

loss. GAP and CONV denote Global Average Pooling and convolution operations, respectively.
(

·
)

of the CONV blocks denotes the

concatenation operation. Only when the input samples are person images for Re-ID (meeting the input requirements of the triplet loss),

the components in the yellow dashed box will be trained. The red dot in the classification layer represents the person class, while the

three green dots represent the other object classes. The thin black arrows “→” between GAP, 2O-IB Layer 1 and Classification Layer with

Cross-Entropy (CE) Loss denote the neuronal connections. The thick black arrows indicate the data flow for images come from the Re-ID

dataset, while the thick gray arrows indicate the data flow for images come from the extra-domain dataset. And the thin arrows with the

gray dotted lines “99K” are used to point to the corresponding description texts.

for training. For the model training process, we propose

an ADC task and a 2O-IB method. The ADC enables the

CGFE module in the framework to learn from the joint

datasets how to recognize people and what features can ef-

fectively describe a general person. Therefore, this coarse

step helps the model filter out background noise and redun-

dant information from the original images.

On this basis, the FGFE module learns how to distin-

guish different persons for the Re-ID task. The 2O-IB

method we proposed can further improve the stability of

network representation, overcome the uncertainty caused

by non-essential variations of images, and make the model

more robust and generalizable. The proposed hierarchical

framework is trained end-to-end using multi-task learning

of the ADC task with a cross-entropy loss and the Re-ID

task with a triplet loss.

3.1. Auxiliary­Domain Classification

Conventional deep learning based person Re-ID mod-

els use initialized or pre-trained weights to start training

on specialized Re-ID datasets. However, all current Re-ID

datasets often have thousands of person categories, while

each category has only a few dozens of images. For ex-

ample, the training set of Market1501 has 751 categories,

and each category has only 16 people images on average;

MSMT17 contains 4101 person categories, but only 30 im-

ages per category on average. Therefore, the generalization

ability of the model trained based on these original datasets

is usually poor.

During the training process of the proposed ADC, the

samples of each batch are randomly selected from the Re-

ID dataset or the extra-domain dataset. In particular, if the

samples of a batch come from the Re-ID dataset, the selec-

tion should meet the sample requirements for the triple loss

training. All samples first go through the CGFE module to

extract the coarse-grained feature maps, then go through the

global average pooling (GAP) layer and the second-order

information bottleneck layer (which will be introduced in

Subsection 3.2), and finally go through the classification

layer to calculate the classification loss (implemented by the

cross-entropy loss function). If these samples come from

the extra-domain dataset, then the samples of this batch

have been trained.

Otherwise, if the samples come from the Re-ID dataset,

the module within the yellow dashed box in Figure 3 con-

tinues to be trained. Specifically, the concatenation of two

groups of feature maps are used as the input for the FGFE

module. Finally, a 2O-IB layer and a fully connected layer

are applied to the output of the FGFE module to map an

image into an embedding vector. In this paper, the triplet

loss with hard positive/negative mining [6] is used to train

the network to distinguish people similarity. Triplet loss

renders a cubical possible triplet number of training im-

ages. Assume a batch is formed by randomly sampling P

people classes and randomly sampling K images for each

class. For each sample a in the batch, we first select the

hardest positive and the hardest negative samples within the

batch to form a triplet. Then, the triplet loss with hard posi-

601



tive/negative mining is formulated as

Ltriplet(θ,ΨReID)

=

P
∑

i=1

K
∑

a=1

[

m+ max
p=1,...,K

D
(

fθ(ψ
i
a), fθ(ψ

i
p)
)

− min
j=1,...,P
n=1,...,K

j 6=i

D
(

fθ(ψ
i
a), fθ(ψ

j
n)
)

]

+

, (3)

where P denotes the classes (person identities) that ran-

domly sampled in a batch, K denotes the image number of

each class (person). ΨReID is the batch of PK Re-ID data

samples, ψi
j corresponds to the j-th image of the i-th person

in the batch, fθ(ψ) denotes the output embedding vector by

model hyperparameter set θ for sample ψ, D denotes the

distance measurement between two vectors.

It is worth mentioning that ADC task and the two 2O-

IB layers are only applied during the training stage, and

therefore do not cause additional computational burden to

the model’s inference. Specifically manifested in two as-

pects: 1) Among the neuron nodes of the ADC task, only

the node representing “person” is retained in the inference

process, and the rest nodes and connection weights repre-

senting other domain category targets are discarded; 2) The

two 2O-IB layers introduce additional calculations and stor-

age during the training, but in the inference process, the

corresponding connections and nodes can be completely re-

placed by common fully-connected layers, which greatly

simplifies the calculation overhead.

3.2. Second­Order Information Bottleneck

We have demonstrated that the CGFE module aims to

extract the feature of “how to tell whether it is a person

or not”, while the FGFE module is to extract the feature

of “how to distinguish different persons”. However, the

significant changes in background, illumination, viewpoint,

and human pose make the feature extraction modules diffi-

cult to overcome the intra-class variations of persons. Sec-

tion 2.2 stated the advantages of IB, i.e., compressing the

input observation as much as possible while keeping only

the information most relevant to the target output, which

helps reduce the stochasticity of network output caused by

input changes.

In this paper, we propose a 2O-IB for training the deep

learning framework:

LIB(T ) = H2(Y |T ) + βI2(X;T ), (4)

where β > 0 is a parameter to balance the trade-off between

compression and prediction. X,Y, T denote the input, tar-

get output and bottleneck variable, respectively.

The conventional IB problem of minimizing I (X;T )
is a convex function of the encoding mapping q (t|x) for

fixed p (x). Maximizing H (Y |T ) = H (Y ) − I (T ;Y ) is

a concave function of decoding mapping q (y|t) for a fixed

p (x, y). The entropy H (Y ) only depends on the distribu-

tion of the variable (output) Y , and it can be regarded as a

constant for the whole dataset D, or with a relatively small

fluctuation for a batch of training data. Thus, the 2O-IB op-

timization function LIB is a concave function to determine

the global or local minimum.

We define the optimal parameter set of the network to

achieve the best performance (i.e., the minimal value of the

loss function) to be ω. We let the predicted (decoded) rep-

resentation by the hyperparameter set θ be Ŷ , and ŷ is a

random instance of Ŷ . Thus, we have the following:

H (qθ(Y |T )) ≤ H (qθ(Y |T )) +DKL (qω(Y |T ) ‖ qθ(Y |T ))

= −Eqω(Y,T )
[logqθ(Y |T )]

(a)
= −Eq

ω(Y,Ŷ )

(

Eq
θ(Ŷ ,T )

[

logqθ(Y |Ŷ )
])

= −Eq
ω(Y,Ŷ )

[

logqθ(Y |Ŷ )
]

, (5)

where E [·] denotes the expectation value, DKL is the

Kullback-Leibler (KL) divergence, and equation (a) in (5)

is due to

qY |T (y|t) = qY |q(ŷ|t) (y|q (ŷ|t)) = qY |Ŷ (y|ŷ) . (6)

Remark 1: For auxiliary-domain classification problem

(2O-IB Layer 1 in Figure 3), (5) can be rewritten by

H (qθ(Y |T )) ≤
∑

q

[

qY |Ŷ (y|ŷ)logqθ(y|ŷ)

]

= C
(

qθ(Y |Ŷ )
)

, (7)

where C (·) is the well-known cross entropy loss function

and y denotes the target class label for an input sample.

The inequality (5) becomes an equality only if qθ(y|t)
equals to the “optimal” mapping qω(y|t). Further, it holds

that H (qθ(Y |T )) → C
(

qθ(Y |Ŷ )
)

if the KL divergence

DKL (qω(Y |T ) ‖ qθ(Y |T )) → 0, which implies that if the

distance between hyperparameter set θ and the “optimal”

set ω is trained to be smaller, the termH (qθ(Y |T )) is closer

to its upper bound.

The term I (X;T ) represents the information com-

pressed from input signal X to the intermediate activation

T :

I (X;T ) =
∑

x,t

q (x, t) log

(

q (x, t)

p (x) q (t)

)

=
∑

x,t

q (x, t) log

(

q(t|x)

q(t)

)

=
∑

x,t

q (x, t) log q (t|x)−
∑

t

q (t) log q (t) .

(8)

However, computing the marginal distribution of T ,

q(t) =
∑

x q(t|x)p(x) might be difficult. Inspired by the

variational IB [1], we also use the variational distribution

r(t) to approximate q(t). Because the KL divergence is de-

fined to be nonnegative, thus we have the following:
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DKL (q(T ) ‖ r(T )) =
∑

t

q(t) log q(t)−
∑

t

q(t) log r(t)

≥ 0. (9)

According to (8) and (9), we have

I (X;T ) ≤
∑

x,t

q(x, t) log q(t|x)−
∑

t

q(t) log r(t)

=
∑

x,t

p(x)q(t|x) log q(t|x)−
∑

x,t

p(x)q(t|x) log r(t)

=
1

N

∑

xi∈Ψall

q(t|xi) log
q(t|xi)

r(t)

=
1

N

∑

xi∈Ψall

DKL

[

q (T |xi) ‖ r (T )

]

, (10)

where Ψall is a batch of N data samples.

Combining (5) and (10) with the fact that H(Y |T ) ≥ 0
and I(X;T ) ≥ 0, we quantify the upper bound L̄ADC of

the second-order IB for ADC task as

LIB−ADC ≤ L̄IB−ADC =

[

C
(

qθ(Y |Ŷ )
)

]2

+ β

[

1

N

∑

xi∈Ψall

DKL

[

q (T |xi) ‖ r (T )
]

]2

. (11)

We can convert the problem of minimizing the loss

function LIB−ADC into minimizing the upper bound

L̄IB−ADC , that is, reducing L̄IB−ADC to achieve the pur-

pose of reducing LIB−ADC .

Remark 2: For the triplet loss with hard posi-

tive/negative mining (3) optimization problem, if we use

Euclidean distance to measure the difference D between

network output vectors, as noted in [9] (pp. 132-134) that

the mean squared error can be interpreted as a cross-entropy

term, thus similar to (11), we have the 2O-IB based (2O-IB

Layer 2 in Figure 3) triplet loss version as:

LIB−triplet ≤ L̄IB−triplet = L2
triplet

+ β

[

1

PK

∑

xi∈ΨReID

DKL

[

q (T |xi) ‖ r (T )
]

]2

, (12)

where P,K, and ΨReID have the same meaning as in (3).

We can also minimizing the upper bound L̄IB−triplet to re-

duce the loss LIB−triplet.

Thus, the total loss L of our proposed framework is then

defined by

L =
∑

Ψi∈Φ

LIB−ADC(Ψi) + λ ·
∑

Ψi∈Φr

LIB−triplet(Ψi),

(13)

where Ψi is a batch of training images, Φ is the union of the

extra-domain dataset and the Re-ID dataset, Φr is the Re-ID

dataset, LIB−ADC(Ψi) and LIB−triplet(Ψi) are the cross

entropy loss and triplet loss for the batch Ψi, respectively,

and λ is a coefficient to adjust the contribution of the triplet

loss.

4. Experiments

4.1. Datasets and Evaluation Metrics

Experiments are conducted on three commonly-used

large-scale person Re-ID datasets, i.e., Market1501 [39],

DukeMTMC-reID [42], and CUHK03 [11]. The extra-

domain dataset is constructed by selecting images from 100

categories of the ImageNet dataset, such as cat, dog, plane,

etc. Both the extra-domain dataset and the Re-ID dataset

(person category) serve as the training dataset for the 101

categories classification task. Performance is evaluated by

using the most popular metrics, including the cumulative

match characteristic (CMC), which is reported via the rank-

1, rank-5, and rank-10 accuracy values, and the mean aver-

age precision (mAP).

Market-1501 dataset was collected at Tsinghua Univer-

sity and made public in 2015. The training set contains

12,936 images from 751 persons, and the test set contains

19,732 images from 750 other persons, where each pedes-

trian is captured by at least two cameras.

DukeMTMC-reID dataset was collected at Duke Uni-

versity. It is a multi-target multi-camera person tracking

dataset. The dataset was captured by eight cameras, where

the training set contains 16,522 images from 792 persons,

and the test set contains 19,889 images from 702 other per-

sons and 408 distractors.

CUHK03 dataset was collected by five cameras at the

Chinese University of Hong Kong. It contains 14,096 im-

ages from 1,467 persons. In this paper, the training set

includes the images of 767 identities, and the test set in-

cludes the images of the other 700 identities. CUHK03

provides two types of annotations, including person bound-

ing boxes labeled manually and detected automatically

by Deformable-Part-Model (DPM) [3] detector, named

CUHK03 labeled and CUHK03 detected, respectively.

4.2. Implementation Details

We build our Re-ID model based on ResNet50, as

shown in Table 1, where “conv1, conv2 x, conv3 x and

conv4 x, conv5 x, avg pool” are the original ResNet50

components. The CGFE module is composed of “conv1,

conv2 x, conv3 x, and conv4 x”. The FGFE module is

composed of “conv5 x and avg pool”. Between the CGFE

and FGFE modules, there are a GAP layer, a 2O-IB layer,

a classification layer for the ADC task, and some convolu-

tional layers. After the FGFE module, there are a 2O-IB

layer and a fully connected layer for the Re-ID task.

We select 100 categories of images from the ImageNet

dataset as the extra-domain dataset. In order to ensure that

the aspect ratios of the images in the extra-domain dataset

are close to those in the Re-ID dataset, we select images

with an aspect ratio between 2:3 and 2:5 from these cat-

egories. All the images are resized to 256 × 128, and
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Table 1. Detailed model architecture of the proposed neural net-

work framework for Re-ID.
Module Layer name Output size Operation

input 256×128

Coarse grained

feature extraction

(CGFE)

conv1 128×64 7×7, 64, stride 2

conv2 x 64×32

3×3, maxpooling, stride 2






1× 1, 64

3× 3, 64

1× 1, 256






× 3

conv3 x 32×16







1× 1, 256

3× 3, 256

1× 1, 1024






× 4

conv4 x 16×8







1× 1, 256

3× 3, 256

1× 1, 1024






× 6

global average

pooling (GAP) CONV:

3×3,512

CONV:

3×3,512

2O-IB layer 1 CONV:

3×3,512classification layer

concat feature maps concatenation

Fine grained

feature extraction

(FGFE)

conv5 x 8×4







1× 1, 512

3× 3, 512

1× 1, 2048






× 3

avg pool 256×1 average pooling, 256-d fc

IB2 256×1 2O-IB layer 2

output

embedding
512×1 512-d fc

Table 2. Comparison with state-of-the-art methods on Mar-

ket1501 dataset.

Method Rank-1 Rank-5 Rank-10 mAP

HCT [28] 80.0 91.6 95.2 56.4

MGCAM [15] 83.6 - - 74.3

MGCAM-

Siamese[15]

83.8 - - 74.3

VCFL [29] 89.3 95.6 - 74.5

FGSAM [44] 91.5 96.8 97.3 85.4

VCFL+ [29] 91.9 96.7 - 90.8

IANet [7] 94.4 - - 83.1

SNR [10] 94.4 - - 84.7

DSA [33] 95.7 - - 87.6

RGA-SC [34] 96.1 - - 88.4

PCB+RPP(G)[20] 93.8 - - 81.6

Ours 94.8 97.2 98.0 87.7

augmented by random flipping, hue shifting, cropping, and

small-angle rotation. For the triplet loss, we sample P = 16
identities andK = 4 images for each identity as a batch and

the margin parameter m in (3) is set to 0.3.

4.3. Performance Evaluation

We compare our proposed framework for person Re-

ID with recent state-of-the-art methods on Market1501,

DukeMTMC-Re-ID, CUHK03 labeled, and CUHK03 de-

tected in Tables 2, 3, 4, and 5, respectively. In each Table,

a symbol “-” indicates that the corresponding value is not

provided in the corresponding paper. The top three perfor-

mance values in each column are highlighted in red, blue,

and green colors, respectively.

As shown in Tables 2, 3, 4, and 5, our proposed method

Table 3. Comparison with state-of-the-art methods on

DukeMTMC-reID dataset.

Method Rank-1 Rank-5 Rank-10 mAP

HCT [28] 69.6 83.4 87.4 50.7

VCFL [29] 80.3 90.2 - 63.4

VCFL+ [29] 82.7 91.3 - 65.7

PCB+RPP(G)[20] 83.3 - - 69.2

SNR [10] 84.4 - - 72.9

FGSAM [44] 85.9 90.2 93.4 74.1

DSA [33] 86.2 - - 74.3

IANet [7] 87.1 - - 73.4

Ours 87.4 92.1 95.5 74.9

Table 4. Comparison with state-of-the-art methods on CUHK03

labeled dataset.

Method Rank-1 Rank-5 Rank-10 mAP

NFST [30] 54.7 84.8 94.8 -

PDC [16] 78.3 94.8 97.2 -

DSA [33] 78.9 - - 75.2

RGA-SC [34] 81.1 - - 77.4

PAR [38] 81.6 97.3 98.4 -

Ours 80.6 94.1 98.2 79.3

Table 5. Comparison with state-of-the-art methods on CUHK03

detected dataset.

Method Rank-1 Rank-5 Rank-10 mAP

NFST [30] 69.1 86.9 91.8 -

VCFL+ [29] 69.9 81.4 - 70.5

VCFL [29] 70.4 81.1 - 70.4

PAR [38] 75.0 93.5 97.1 -

DSA [33] 78.2 - - 73.1

RGA-SC [34] 79.6 - - 74.5

Spindle [36] 79.9 94.4 97.1 -

Ours 81.3 94.1 97.2 84.1

achieves superior or comparable performance on all these

datasets. Specifically, the proposed method achieves 10 out

of 16 best performance values across all four datasets, in-

cluding 2 out of 4 best rank-1 values, 2 out of 4 best rank-5

values, 3 out of 4 best rank-10 values, and 3 out of 4 best

mAP values. Especially on the DukeMTMC-reID dataset,

as shown in Table 3, the proposed method achieves all best

performance values in terms of rank-1, rank-5, rank-10, and

mAP.

4.4. Ablation Study

We further perform ablation study to validate the effec-

tiveness of the proposed ADC task and the 2O-IB method.

In the experiments, “2O-IB L2 only” means that extra-

domain dataset based ADC and 2O-IB Layer 1 are removed,

and we only use 2O-IB Layer 2 for triplet loss in Figure

3. “ADC only” means that we do not use 2O-IB layers

for feature compression, but replaced the 2O-IB layers with

the fully-connected layers for both training and inference.

604



Figure 4. Visual results for comparing the person images retrieved by original ResNet50, ADC only and Ours (ADC+2O-IB), where ADC

only means the proposed 2O-IB is not used to compress feature information. In each subfigure, the left image in a single column shows the

query image, and the right images in ten columns are the retrieved results in retrieved order.

Table 6. Effectiveness of the proposed ADC and second-order IB

on the Market1501 dataset.

Method Rank-1 Rank-5 Rank-

10

mAP

Baseline 88.6 92.9 95.5 74.3

2O-IB L2 only 90.1 93.0 94.9 82.0

ADC only 91.3 94.8 96.0 84.2

ADC+2O-IB L1 92.6 95.6 97.2 85.5

ADC+2O-IB L2 94.1 96.0 96.5 87.1

ADC+2O-IB 94.8 97.2 98.0 87.7

Figure 5. Visualization of coarse and fine features w/ and w/o ADC.

“ADC+2O-IB L1” and “ADC+2O-IB L2” means we use

ADC and only one of the 2O-IB layers.

In Table 6, we observe that using the ADC only or us-

ing each 2O-IB layer only also significantly outperforms the

Baseline, but is inferior to the proposed method that uses

both ADC and 2O-IB. It indicates that the main improve-

ments come from both the proposed ADC and 2O-IB.

In Figure 4, we show two examples to illustrate the ef-

fectiveness of the proposed ADC and 2O-IB on the per-

son recognition ability. Figure 4(a) shows an easy re-

identification example, while Figure 4(b) shows a rela-

tively difficult re-identification example. It can be seen

that the number of incorrect images retrieved by the orig-

inal ResNet50 baseline is larger than that by the proposed

method (“ADC+2O-IB”). Furthermore, among the retrieved

images of “ADC only” and “ADC+2O-IB” we proposed, the

accuracy of the first few images (especially for rank-5) re-

trieved by the proposed method (“ADC+2O-IB”) is higher

than that by “ADC only”. It implies that, compared with the

original ResNet50, both the ADC and 2O-IB we proposed

can improve the model representation ability, thereby re-

trieving more correct person images. Especially when ADC

and 2O-IB are used together, the computational accuracy of

the model is greatly improved. We also show some visual-

ization examples of the coarse and fine features w/ and w/o

ADC in Figure 5.

5. Conclusion

In this paper, we proposed a hierarchical coarse-to-fine

person Re-ID framework based on auxiliary-domain clas-

sification (ADC) and second-order information bottleneck

(2O-IB), where ADC is used to enable the network to

achieve step-by-step person representation. For a person

image, the proposed framework first extracts the features

that can answer “What is a person? ” through the coarse-

grained feature extraction (CGFE) module and the ADC

task, and then extracts the features that can answer “How to

distinguish between different persons? ” through the fine-

grained feature extraction (FGFE) module and the Re-ID

task. The proposed 2O-IB is used to compress the redun-

dancy and noise in the input person image, while ensuring

the maximum correlation between the compressed informa-

tion and the expected output as much as possible. The ex-

perimental results on the Market1501, DukeMTMC-Re-ID,

and CUHK03 datasets show that our proposed method out-

performs other state-of-the-art Re-ID methods.
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