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Abstract

Unreliable labels derived from large-scale dataset pre-

vent neural networks from fully exploring the data. Exist-

ing methods of learning with noisy labels primarily take

noise-cleaning-based and sample-selection-based methods.

However, for numerous studies on account of the above two

views, selected samples cannot take full advantage of all

data points and cannot represent actual distribution of cat-

egories, in particular if label annotation is corrupted. In

this paper, we start from a different perspective and propose

a robust learning algorithm called DualGraph, which aims

to capture structural relations among labels at two different

levels with graph neural networks including instance-level

and distribution-level relations. Specifically, the instance-

level relation utilizes instance similarity characterize sam-

ple category, while the distribution-level relation describes

instance similarity distribution from each sample to all

other samples. Since the distribution-level relation is ro-

bust to label noise, our network propagates it as super-

vised signals to refine instance-level similarity. Combin-

ing two level relations, we design an end-to-end training

paradigm to counteract noisy labels while generating re-

liable predictions. We conduct extensive experiments on

the noisy CIFAR-10 dataset, CIFAR-100 dataset, and the

Clothing1M dataset. The results demonstrate the advanta-

geous performance of the proposed method in comparison

to state-of-the-art baselines.

1. Introduction

Deep learning has turned out to be excellent performance

at discovering intricate structures in high-dimensional data

[14], particularly deep convolutional nets have brought

about breakthroughs in processing image classification [8],

semantic segmentation [16], and object detection [23].

Most of these tasks require reliable and clean large-scale

datasets to train Deep Neural Networks (DNNs), but it is

time-consuming and expensive to collect such high-quality

datasets like ImageNet [3]. To alleviate this problem, al-
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Figure 1. The concept of iterate optimization. Distribution graph

forward propagation instance similarity distribution difference to

refine structural relationships among labels. In the classification

phase, we utilize the reconstructed instance graph to generate reli-

able predictions. The two training processes are executed alterna-

tively.

ternatives such as crowdsourcing [34, 37] and web-crawlers

[5] are available to improve annotation efficiency. How-

ever, those low-cost approaches introduce low-quality anno-

tations, and these labels are unreliable due to various types

of noise. Meanwhile, DNNs easily fit a random labeling of

the training data [38]. As noisy labels severely degrade the

generalization performance [2, 30] of DNNs, learning from

noisy labels has become a significant task.

Existing methods of learning with noisy labels primar-

ily take noise-cleaning-based and sample-selection-based

methods [1, 27]. Noise-cleaning-based methods mainly re-

move samples with suspicious labels or correct their noisy

labels to corresponding true class [6, 29, 35]. [6] ob-

tains correct label by building the prototype and compar-

ing its similarity with the training data. However, the pro-

posed heuristics algorithms [29, 35] have been criticized

for removing too many instances or keeping mislabeled in-

stances. Sample-selection-based methods aim to identify

true-labeled samples from noisy training data [7, 17, 36].

Co-teaching [7] and Co-teaching+ [36] train models on

small-loss instances. Decoupling [17] and Co-teaching+

[36] introduce the “Disagreement” strategy, where “when

to update” depends on a disagreement between two dif-
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ferent networks. However, there are only a part of train-

ing examples that can be selected by the “Disagreement”

strategy, and these examples cannot be guaranteed to have

ground-truth labels. As described, studies based on these

two ideas generally choose trusted examples to avoid the

phenomenon of over-fitting. Also, these methods are lim-

ited by memorization effects [2], and examples with noisy

labels are among the most forgotten examples [30]. Fur-

thermore, previous methods lack of a global perspective to

explore patterns in the relationship between samples, which

naturally motivates us to improve them in our research.

In this paper, we start from a different perspective and

propose a robust learning algorithm called DualGraph,

which aims to capture structural relationships among la-

bels at two different levels. Relevant references reveal that

both noise and hard examples are the causes of classifier

forgetting [2, 30, 38], but the methods of probability selec-

tion and small loss selection tend to confuse noise and hard

examples. To this end, we design an end-to-end training

paradigm called iterate optimization mechanism as Figure

1 illustrates. It consists of two alternate phases, i.e., rea-

soning and classification. In the reasoning phase, we gen-

erate the similarity distribution for each sample by calcu-

lating the similarity from one sample to all other samples.

In the classification phase, the distribution features are ap-

plied to reconstruct the instance graph nodes and generate

reliable predictions via calculating node similarity. Such a

cyclic operation is executed several times until convergence.

Specifically, we train two graph neural networks with a joint

loss, including the example classifier loss and the distribu-

tion loss. Furthermore, we utilize the joint loss to weighted

edge loss to enhance positive examples (clean examples)

and weaken negative examples (noise and hard examples)

in instance graph.

In summary, the main contributions of this paper are:

• To the best of our knowledge, we are the first to ex-

ploit the graph neural network that captures structural

relations among labels at two different levels. Our

approach refines instance-level relations via instance

similarity distribution obtained from distribution-level

relations to establish the robust label relations.

• We propose an iterate optimization mechanism that

contains two phases to train two graph neural networks

simultaneously. In the reasoning phase, our approach

obtains the distribution feature for each sample and

propagates distribution information in a graph neural

network to correct corrupted labels. In the classifi-

cation phase, our approach utilizes the reconstructed

instance-level graph to generate reliable predictions.

• We experimentally show that our approach signif-

icantly advances state-of-the-art results on multiple

benchmarks with different types and levels of label

noise. Especially on the Clothing1M dataset, our ap-

proach outperforms existing methods by 6% ∼ 8%.

2. Related work

A comprehensive label noise overview is given by [1,

27]. In this section, we briefly review existing studies on

learning with noisy labeled datasets.

2.1. Learning with Noisy Labels

Learning with noisy labels is a longstanding problem

and has been studied extensively. The early methods focus

on estimating the label transition matrix [18, 19, 21, 31].

For example, F-correction [21] uses a two-step solution to

heuristically estimate the noise transition matrix. An addi-

tional softmax layer is introduced to model the noise transi-

tion matrix [4].

To avoid any false corrections, many recent studies

[7, 11, 17, 36] have adopted sample selection that involves

selecting true-labeled samples from a noisy training dataset

[27]. Recently, a promising method of handling noisy la-

bels is to train models on small-loss instances [7, 36]. In

particular, the widely used small-loss criterion is based on

a concept, that DNNs tend to learn simple patterns first,

then gradually memorize all samples [2]. For instance, Co-

teaching [7] and Co-teaching+ [36] maintain two DNNs,

but each DNN selects a certain number of small-loss ex-

amples and feeds them to its peer DNN for further training.

Compared with Co-teaching[7], Co-teaching+[36] further

employs the disagreement strategy of decoupling [17]. In-

tuitively, different classifiers can generate different decision

boundaries and then have different abilities to learn. Thus,

when training on noisy labels, the authors also expect that

their methods have different abilities to filter out the label

noise. However, there are only a part of training examples

that can be selected by the disagreement strategy, and these

examples cannot be guaranteed to have ground-truth labels.

A simple methodology to deal with noisy labels is to

correct their noisy label [6, 29, 35] to corresponding true

class. This can be done in preprocessing stage of the train-

ing data, however such methods usually tackle the difficulty

of distinguishing informative hard samples from those with

noisy labels [1]. For instance, [6] constructs prototypes that

are able to represent deep feature distribution of the corre-

sponding class. Then corrected label is found by checking

similarity among the data sample and prototypes. Joint op-

timization framework for both training classifier and prop-

agating noisy labels to cleaner labels is presented in [29].

PENCIL [35] adopts label probability distributions to su-

pervise network learning and to update these distributions

through back-propagation end-to-end in each epoch.
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Figure 2. DualGraph architecture and the iteration from the 0 to the k forward propagation. The features from the embedding network

are compressed into m-dimensional tensors and fed into two graph modules to initialize the instance and distribution graph.

2.2. Graph Neural Network

Globally modeling and reasoning over relations between

regions can be beneficial for many computer vision tasks

on both images and videos. Graph neural networks are

proposed to collectively aggregate information from graph

structure [41, 25], thus they can model input and/or output

consisting of elements and their dependency. Recent ap-

proaches [10, 39, 40] are proposed to exploit graph neu-

ral network in the field of label noise task. [40] formu-

lates video anomaly detection as a classification with la-

bel noise problem and trains a Graph Convolutional Neural

(GCN) label noise cleaning network depending on features

and temporal consistency of video snippets. [10] learns a

classifier on a large-scale weakly-labeled collection jointly

with only a few clean labeled examples and applies GCN to

clean noisy data. FaceGraph [39] uses two cascaded GCNs

to select useful data in the large-scale web-collected face

datasets. Unfortunately, most methods limit to specific do-

main, or depend on a clean subset.

3. Proposed Approach

In this section, we first provide the background of label

noise task, then introduce the proposed approach in detail.

3.1. Background and Problem Definition

Given the training set Dtrain, the goal is to learn the

model f : x → y , which is capable of generalizing well
to the unseen test set Dtest, where Dtrain ∩ Dtest = Ø. In

particular, we consider a classification problem with a train-

ing set D = {(x1,y1), ..., (xn,yn)} , where xi denotes the

ith sample and yi ∈ {0, 1}c is a one-hot vector representing

the corresponding noisy label over c classes. Let f (xi,θ)
denotes the discriminative function of a neural network pa-

rameterized by θ, which maps an input to an output of the

c-class softmax layer. The conventional objective for super-

vised classification is to minimize an empirical risk, such as

the cross entropy loss:

Lc = −
1

n

n∑

i=1

yi · log (f (xi,θ)) (1)

where · denotes dot product.

As data labels are corrupted in various real-world sce-

narios, that yi contains noise, the neural network can overfit

and perform poorly on the test set [38]. Formally, at each

training step, we consider a mini-batch of data (X,Y ) sam-
pled from the Dtrain, where X = {x1, ...,xp} is set of p
samples, and Y = {y1, ...,yp} is the corresponding labels.
We sampling generate multiple mini-batches of potentially

noisy labels {Ŷ 1, ..., Ŷ L} with similar label distribution as
Y . We will describe the procedure for generating one set

of labels Ŷ l = {ŷl
1, ..., ŷ

l
p}. In standard training, we aim

to minimize the expected loss for the X , where each in-

put example is weighted equally. Here we aim to learn a

reweighting of the inputs, where we minimize a weighted

loss:

θ
∗(w) = argmin

θ

p∑

i=1

wif i(θ) (2)

where wi denotes weight of example xi, the initialization

details for wi will be covered in section 3.4. In this paper,

a novel weighting method is proposed to express weight of

the sample via the edge of the graph neural network and

we introduce it into the loss function. The details will be

described in the next section.

3.2. Overview of DualGraph

This section describes DualGraph for learning with noisy

labels. First of all, the train set Dtrain and validation set Dval

in mini-batch can form an undirected acyclic graph struc-

ture G = (V ,E) where V := {V i}i=1,...,|p| and E :=
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{Eij}i,j=1,...,|p| denote the set of nodes and edges of the

graph, respectively. Note here that both edges and nodes are

tensor representations. Even though noisy labels are explic-

itly injected, we remedy noise via distribution graph pre-

sented in the next section. Furthermore, as shown in Figure

2, the DualGraph consists of several iterations and each iter-

ation consists of an Instance graph G
I(k) = (VI(k),EI(k))

and a Distribution graph G
D(k) = (VD(k),ED(k)), where k

denotes the k-th iteration. Initially, the feature embeddings

of all samples are extracted via a convolutional neural net-

work, these embeddings are used to compute instance simi-

larities EI(k). Secondly, the instance similarities EI(k) are

delivered to build G
D(k). Initialize node feature V D(k) by

aggregating EI(k) following the position order GI(k), and

edge feature ED(k) represents the distribution similarity be-

tween node feature V D(k). Finally, the obtained ED(k) is

feed to G
I(k) to construct a more discriminative represen-

tation of the node, and then the above process is repeated

iteration by iteration.

3.3. Instance Graph

First of all, a mini-batch of data (X,Y ) sampled from
Dtrain can form an undirected acyclic graph structure,

named Instance Graph. Specifically, initialize V
I(0)
i by the

output of the embedding network, for each sample xi:

V
I(0)
i = femb(xi; θemb) (3)

where femb denotes the embedding network with the pa-

rameter set θemb and V
I(0)
i ∈ R

m, m denotes the dimen-

sion of embedded features. Specifically, parameter set θemb

of femb will be jointly optimized in iterate optimization

mechanism.

Each edge in the instance graph stands for the instance

similarity. For generation k ≥ 0, given V
I(k−1)
i , V

I(k−1)
j ,

E
I(k−1)
ij and the edge E

I(k)
ij can be updated as equation (4)

and (5).

E
I(k)
ij =

{
fEI(0)(disI(0)) if k = 0

fEI(k)(disI(k)) ·E
I(k−1)
ij if k > 0

(4)

dis
I(k) =

(V
I(k)
i − V

I(k)
j )2

max
(
‖(V

I(k)
i − V

I(k)
j )2‖2, ε

) (5)

where disI(k) measures the (dis)similarity between pair of

nodes i-th with j-th, and fEI : Rm → R is a neural net-

work that transforms instance similarity to a certain scale,

further E
I(k)
i,j ∈ R. Specifically, fEI is a transformation

network consisting of two Conv-ReLU-BN [9, 33] blocks,

one sigmoid activation, and one dropout [28] layer with the

parameter set θ
I(k)
E .

The distribution graph G
D(k) is generated and updated,

after edge feature EI(k) in the instance graph are generated

and updated.

3.4. Distribution Graph

As shown in Figure 2, the distribution graph aims at in-

tegrating instance-level relations from the instance graph to

generate distribution features and reweights the samples ac-

cording to the distribution relation, trying to eliminate ab-

normal noise points from the perspective of distribution.

Each distribution feature V
D(k)
ij in G

D is a p dimension
vector, where the value in j-th entry represents the relation

between sample xi and sample xj . For iteration k = 0:

V
D(0)
i =





1 if yi = yj
0 if yi ∕= yj
1

p
if yi is unlabeled

(6)

where V
D(0)
i ∈ R

p, p stands for the number of training

examples in a mini-batch.

Algorithm 1: DualGraph

Input: G = (V,E;Dtrain) , where Dtrain = (X,Y )
Output: {ỹi}

s

i=1
1 Parameters: θemb ∪

{
θ
I
E , θ

I
V , θDE , θDV

}

2 Initialize: V
I(0)
i ,V

D(0)
i by Equation (3) and (6)

3 for k = 0, · · · ,K do

// instance similarity update

4 for i = 1, · · · , |EI | do

5 E
I(k)
ij ←

(
Equation (4); θ

I(k)
E

)

6 end

7 // distribution feature generation

8 for i = 1, · · · , |V D| do

9 V
D(k)
i ←

(
Equation (7); θ

D(k)
V

)

10 end

11 // distribution similarity update

12 for i = 1, · · · , |ED| do

13 E
D(k)
ij ←

(
Equation (8); θ

D(k)
E

)

14 end

15 // rebuild instance graph

16 for i = 1, · · · , |V I | do

17 V
I(k)
i ←

(
Equation (10); θ

I(k)
V

)

18 end

19 end

// prediction

20 {ỹi}
p

i=1 ← Predict
(
{ŷi}

p

i=1

)

For iterations k > 0, the distribution graph node V
D(k)
i

can be updated as follows:

V
D(k)
i = fV D

([
p∑

j=1

E
I(k)
ij ‖

p∑

j=1

V
D(k−1)
j

]
; θ

D(k)
V

)
(7)

wherefV D : (Rp,Rp) → R
p is the aggregation network
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that composed of a fully-connected and leaky-ReLU [33]

layer with the parameter set θ
D(k)
V .

Each edge in distribution graph represents the similar-

ity between distribution features of different examples. For

generation k ≥ 0, given V
D(k)
i , V

D(k)
j , E

D(k−1)
ij and the

distribution similarity E
D(k)
ij can be updated as Equation

(8).

E
D(k)
ij =

{
fED(0)(disD(0)) if k = 0

fED(k)(disD(k)) ·E
D(k−1)
ij if k > 0

(8)

dis
D(k) =

(
V

D(k)
i − V

D(k)
j

)2

(9)

where fED(0) : Rp → R is a transformation operation con-

sisting of two Conv-ReLU-BN [9, 33] blocks, one sigmoid

activation, and one dropout [28] layer with the parameter

set θ
D(k)
E .

The information in distribution graph is applied to recon-

struct the instance graph at the end of each iteration. Then

node features V
I(k)
i in the instance graph captures the dis-

tribution relations through aggregating all the node features

with E
D(k)
ij as follows:

V
I(k)
i = fV I

(
p∑

j=1

(E
D(k)
ij ‖V

I(k−1)
j ),V

I(k−1)
i ;θ

I(k)
V

)
(10)

where fV I : (Rm,Rm) → R
m is the aggregation network

for instance graph with the parameter set θ
I(k)
V and V

I(k)
i ∈

R
m. Such a cyclic operation is executed several times until

convergence.

3.5. Loss Function

The class prediction of each node can be computed by

feeding the corresponding edges in the final generation of

DualGraph into softmax function:

P (ỹi | xi) = Softmax

(
p∑

j=1

E
I(K)
ij · one-hot

(
ŷj

)
)

(11)

where P (ỹi | xi) is the probability distribution over

classes given example xi, ŷj is the label of j-th example

and ỹj is the label for network prediction. E
I(k)
ij stands for

the instance similarity in the instance graph at the final iter-

ation. Specifically, E
I(K)
ij is instance similarity reweighted

by G
D(K), and K denotes total iteration of the DualGraph.

It is noted that we make classification predictions in the

instance graph for each sample. Therefore, the loss of the

instance graph at iteration k-th is defined as follows:

LI
k = LCE (P (ỹi | xi) ,yi) (12)

where LCE is the cross-entropy loss function. P (ỹi | xi)
and yi are model probability predictions of sample xi and

the ground-truth label respectively.

To learn discriminative distribution features, we incor-

porate the distribution loss which plays a significant role in

promoting better discrimination of noise information. We

define the distribution loss for iteration k-th as follows:

LD
k = LCE

(
Softmax

(
p∑

j=1

E
D(k)
ij · one-hot

(
yj

)
)
,yi

)
(13)

where E
D(k)
ij stands for the distribution similarity in the dis-

tribution graph at the k-th iteration.

The total objective function is a weighted summation of

all the losses mentioned above:

L =

K∑

k=1

(
λIL

I
k + λDLD

k

)
(14)

in which λI and λD are two hyperparameters.

4. Experiments

In this section we first compare DualGraph with some

state-of-the-art approaches, then analyze the impact of

Graph Module and Iterate Optimization Mechanism by ab-

lation study.

4.1. Experiment setup

Datasets. We verify the effectiveness of our proposed al-

gorithm on three benchmark datasets: CIFAR-10, CIFAR-

100 [13] and Clothing1M [32], and the detailed charac-

teristics of these datasets can be found in supplementary

materials. These datasets are popularly used for the eval-

uation of learning with noisy labels in previous literatures

[7, 11, 29, 36, 35]. Especially, Clothing1M is a large-scale

real-world dataset with noisy labels, which is widely used

in the related works [6, 29, 35]. The Clothing1M dataset

contains 1 million images of clothing obtained from several

online shopping websites that are classified into the follow-

ing 14 classes: T-shirt, Shirt, Knitwear, Chiffon, Sweater,

Hoodie, Windbreaker, Jacket, Down Coat, Suit, Shawl,

Dress, Vest and Underwear. The labels are generated by

using surrounding texts of the images that are provided by

the sellers, and therefore contain many errors [32].

Since all datasets are clean except Clothing1M, follow-

ing [21, 22], we need to corrupt these datasets manually by

the label transition matrix Q, where Qij = Pr[ŷ = j|y = i]
given that noisy ŷ is flipped from clean y. Assume that

the matrix Q has two representative structures: (1) Symme-

try flipping [24], randomly replacing the labels for a per-

centage of training data with all possible labels; (2) Asym-

metry flipping [21], simulation of fine-grained classification

with noisy labels, where labellers may make mistakes only

within very similar classes. And the detailed characteristics

of Q can be found in supplementary materials.
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Symmetry-20% Symmetry-50% Symmetry-80%

Asymmetry-20% Asymmetry-30% Asymmetry-50%Asymmetry-40%Asymmetry-10%

Figure 3. Top: Results on CIFAR-10 dataset with Symmetric Flipping; Bottom: Results on CIFAR-10 dataset with Asymmetric Flipping.

From left to right: train loss vs. steps, train accuracy(%) vs. steps, test loss vs. steps, test accuracy(%) vs. steps. (1 step here represents

100 steps in the experiment).

Table 1. Average test accuracy (%) on CIFAR-10.

Flipping-Rate F-correction Co-teaching Co-teaching+ Joint-optim PENCIL DualGraph

Symmetry-20% 83.40± 0.20 85.23± 0.27 89.49± 0.34 91.90± 0.20 92.64± 0.14 96.7 ± 0.53
Symmetry-50% 79.18± 0.60 76.30± 0.13 85.68± 0.54 89.60± 0.30 90.36± 0.23 92.2 ± 1.82
Symmetry-80% 63.30± 0.42 48.58± 2.22 67.37± 2.74 73.59± 0.64 76.18± 1.33 77.2 ± 2.93
Asymmetry-40% 75.71± 0.40 73.63± 0.35 68.84± 0.20 88.89± 0.35 91.01± 0.20 94.1 ± 1.41

Table 2. More details in test accuracy (%) on CIFAR-10 with

Asymmetric Flipping.

Flipping-Rate 10% 20% 30% 40% 50%

F-correction 92.4 91.4 91.0 90.3 83.8

Joint-optim 92.5 91.9 91.1 91.5 75.8

PENCIL 93.0 92.4 91.8 91.1 80.5

DualGraph 97.1 96.8 94.8 94.1 92.0

Following F-correction [21], only half of the classes in

the dataset are with noisy labels in the setting of asymmetric

noise, so the actual noise rate in the whole dataset τ is half

of the noisy rate in the noisy classes. Specifically, when the

asymmetric noise rate is 0.4, it means τ = 0.2.

For experiments on Clothing1M, we adopt the following

three settings by following previous work [6]. First, only

noisy dataset is used for training without using any extra

clean supervision in the training process. Second, verifica-

tion labels are provided, but they are not used to train the

network directly. For instance, they are used to train the

accessorial network as [15] or to help select prototypes [6].

Third, both noisy dataset and 50k clean labels are available

for training. The data preprocessing procedure includes re-

sizing the image with a short edge of 256 and randomly

cropping a 224× 224 patch from the resized image.

Baselines. We compare DualGraph with the following

state-of-the-art approaches, and implement all approaches

with default parameters by PyTorch [20], and conduct all

the experiments on NVIDIA 2080Ti GPU.

• F-correction [21], which corrects the prediction by the

label transition matrix.

• Joint-optimization [29], which presents a framework

for both training classifier and propagating noisy labels

to cleaner labels.

• PENCIL [35], which adopts label probability distribu-

tions to supervise network learning and to update these

distributions through back-propagation.

• Co-teaching [7], which trains two networks simultane-

ously and cross-updates parameters of peer networks.

• Co-teaching+ [36], which trains two deep neural net-

works and consists of disagreement-update step and

cross-update step.

Network Structure and Optimizer. We use ResNet-12

network architecture for CIFAR-10 and CIFAR-100. Espe-

cially, ResNet-12 denotes 4 layer blocks of depth 3 with
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Symmetry-20% Symmetry-50% Symmetry-80%

Figure 4. Results on CIFAR-100 dataset with Symmetric Flipping. From left to right: train loss vs. steps, train accuracy(%) vs. steps, test

loss vs. steps, test accuracy(%) vs. steps. (1 step here represents 100 steps in the experiment).

Table 3. Average test accuracy (%) on CIFAR-100.

Flipping-Rate F-correction Co-teaching Co-teaching+ Joint-optim PENCIL DualGraph

Symmetry-20% 68.74± 0.20 78.23± 0.27 78.71± 0.34 67.61± 0.20 73.86± 0.34 88.71 ± 1.23
Symmetry-50% 42.19± 0.60 71.30± 0.13 57.05± 0.54 60.60± 0.30 69.12± 0.62 75.80 ± 1.82
Symmetry-80%. 15.88± 0.42 26.58± 2.22 24.19± 2.74 29.60± 0.64 24.19± 2.74 50.23 ± 2.93

Table 4. Comparison with state-of-the-art methods in test accu-

racy (%) on the Clothing1M.

# Method Data Accuracy

1 F-correction [21] 1M noisy 69.84

2 Joint-optim [29] 1M noisy 72.16

3 PENCIL [35] 1M noisy 73.49

4 Co-teaching [7] 1M noisy 69.21

5 Meta-Weight-Net [26] 1M noisy 73.72

6 Self-Learning [6] 1M noisy 74.45

7 DualGraph 1M noisy 80.84

8 F-correction [21] 1M noisy + 25k verify 75.19

9 Self-Learning [6] 1M noisy + 25k verify 76.44

10 DualGraph 1M noisy + 25k verify 83.73

11 F-correction [21] 1M noisy + 50k clean 80.38

12 Self-Learning [6] 1M noisy + 50k clean 81.16

13 DualGraph 1M noisy + 50k clean 89.82

3× 3 kernels and short connections. The detailed informa-

tion can be found in supplementary materials. For Cloth-

ing1M, we use ResNet-34 pre-trained on ImageNet [3].

For experiments on CIFAR-10 and CIFAR-100, Adam

optimizer [12] is used with an initial learning rate of 10−3,

a weight decay of 10−5, moreover the batch size is set to 64
and 40, respectively. Further, we run 100000 steps in total

and linearly decay the learning rate by 0.1 per 15000 steps.

Equally, for experiments on Clothing1M, Adam opti-

mizer [12] is used with an initial learning rate of 10−3, a

weight decay of 10−5, moreover the batch size is set to 10,

respectively. Further, we run 100000 steps in total and lin-

early decay the learning rate by 0.1 per 15000 steps.

In most of our experiments, the hyperparameters λI and

λD of loss function (14) are set to 1.0 and 0.1 respectively.

4.2. Comparison with the State-of-the-Arts

Results on CIFAR-10. At the top of Figure 3, it shows

the training indicators on CIFAR-10 with symmetric flip-

ping. The memorization effect of networks [2], i.e., test ac-

curacy first reaches a very high level and then gradually de-

creases. Thus, a robust training method should stop or alle-

viate the decreasing process. At this point, DualGraph stops

the decreasing process and consistently achieves higher ac-

curacy. We can compare the test accuracy of different algo-

rithms in detail in Table 1. In the most natural Symmetry-

20% case, all new approaches work well, which demon-

strates their robustness. Among them, DualGraph and PEN-

CIL work significantly better than other methods. When

it goes to Symmetry-50% case and Asymmetry-40% case,

Co-teaching begins to fail while DualGraph, PENCIL and

Joint-optim still work fine. However, Co-teaching can-

not resist the hardest Symmetry-80% case, where it only

achieves 48.58%. In this case, DualGraph achieves the best

average classification accuracy (77.2%) again.

The bottom of Figure 3 shows training indicators on

CIFAR-10 with asymmetric flipping. We report experi-

ment results of CIFAR-10 with asymmetric flipping and

other comparative methods in Table 2. We see that in the

Asymmetry-50% case, the proposed method outperforms

the others by a large margin, i.e. improving the accuracy

from 83.8% to 92.0%, better than Joint-optim by 16.2% and

PENCIL by 11.5%. Furthermore, our model outperforms

other comparative methods and achieves 4.1% test accuracy

improvements in the asymmetry-20% case.

Results on CIFAR-100. Then, we show our results on

CIFAR-100. The test accuracy is shown in Table 3. The

training indicators on CIFAR-100 with symmetric flipping

are shown in Figure 4. Note that there are only 10 classes

in CIFAR-10 datasets. Thus, overall the accuracy is much

lower than the previous Tables 1 and 2. But DualGraph

still achieves high test accuracy on CIFAR-100. In the eas-

iest Symmetry-20% and Symmetry-50% cases, DualGraph

works significantly better than Co-teaching, Co-teaching+
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(c) (d)(b)(a)

Figure 5. Results of ablation study on Clothing1M. Iteration number K in DualGraph from 0 to 5. (a) train loss vs. steps; (b) train

accuracy(%) vs. steps; (c) test loss vs. steps; (d) test accuracy(%) vs. steps. (1 step here represents 100 steps in the experiment).

and other methods. In the hardest Symmetry-80% case, Du-

alGraph is substantially ahead of Baselines. Furthermore,

as shown in the last image in Figure 4, the test accuracy

reaches a very high level, then decreases gradually, and fi-

nally stabilizes. Such experimental phenomena also indi-

cate that our method resists memorization effect, moreover,

is robust to noisy labels.

Results on Clothing1M. Finally, we demonstrate the effi-

cacy of the proposed method on the real-world noisy labels

using the Clothing1M. We see that in the first case (#1∼#7),

the proposed method outperforms the others by a large mar-

gin, e.g. improving the accuracy from 69.21% to 80.84%,

better than Joint Optimization [29] (#2) by 8.68%, PENCIL

[35] (#3) by 7.35% and Self-Learning [6] (#6) by 6.30%.

For the second case, [21] (#8) used the information(25k

verify) to estimate the transition matrix, while [6] (#9) used

the verification labels to select the class prototypes. Our

method utilizes this information to initialize the graph neu-

ral network so that the graph network has a stable initial

topology. In this case, DualGraph still achieves the best re-

sult compared to all methods.

For the third case, all data (both noisy and clean) can

be used for training. All the methods (#11, #12) first train

a model on the noisy dataset and then the model is fine-

tuned using vanilla cross-entropy loss on the clean dataset.

Among all of these cases, our approach obtains state-of-the-

art performances compared to previous methods, showing

that our method is effective and suitable for board situa-

tions.

4.3. Ablation Studies

4.3.1 Impact of Distribution Graph.

The distribution graph module works as an important com-

ponent of DualGraph, so it is necessary to investigate the

effectiveness of GD(k) quantitatively. In order to verify the

effectiveness of the distributed graph under real-world sce-

nario, we conduct experiments on the Clothing1M dataset

by occluding the weight λD of DualGraph. The cyan line

in Figure 5(a)(c) shows that without the supervision of dis-

tribution graph, the neural network cannot learn in the la-

bel noise environment. The lines in other colors represent

the results of applying distribution graph under different K,

which are greatly improved in comparison with the case of

K = 0.

4.3.2 Impact of Iteration Number.

As literatures [25, 41] in show, stacking multiple GCN lay-

ers will result in over-smoothing, that is to say, all vertices

will converge to the same value. In order to study the effect

of different iteration number K on the results, we do exper-

iment on the Clothing1M dataset by setting different values

of K. We take K from 0 to 5, and the result is shown in

Figure 5. Obviously, the verification accuracy and value of

K kept in G
D(k) have a positive correlation, that is, the ac-

curacy increases with K. As the value of K increases, the

robustness of DualGraph under label noise gradually im-

proves. But when the value of K increases to a certain ex-

tent, the difference in the forward propagation distribution

of the graph neural network cannot add new information.

5. Conclusion

In this paper, we are the first to exploit the graph neu-

ral network that captures structural relationships among la-

bels at two different levels. To leverage both instance-

level and distribution-level representation of each example

and process the representations at different levels indepen-

dently, we propose the DualGraph. Moreover, we propose

an iterate optimization mechanism that contains two phases,

which train two graph neural networks alternatively. In the

cyclic execution, to further improve robustness to noisy la-

bel, the distribution graph extracts instance similarity distri-

bution to refine the similarity between samples of instance

graph. Extended experiments have demonstrated that Dual-

Graph can effectively improve the classification accuracy of

noise labels from real-world data via capturing the Instance

Similarity Distribution. For future work, we plan to explore

using the proposed method to other domains with different

model architectures, such as Recurrent Neural Networks for

machine translation with corrupted ground-truth sentences.
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