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Abstract

Snapshot hyperspectral imaging has been developed to

capture the spectral information of dynamic scenes. In this

paper, we propose a deep neural network by learning the

tensor low-rank prior of hyperspectral images (HSI) in the

feature domain to promote the reconstruction quality. Our

method is inspired by the canonical-polyadic (CP) decom-

position theory, where a low-rank tensor can be expressed

as a weight summation of several rank-1 component ten-

sors. Specifically, we first learn the tensor low-rank prior of

the image features with two steps: (a) we generate rank-1

tensors with discriminative components to collect the con-

textual information from both spatial and channel dimen-

sions of the image features; (b) we aggregate those rank-1

tensors into a low-rank tensor as a 3D attention map to ex-

ploit the global correlation and refine the image features.

Then, we integrate the learned tensor low-rank prior into

an iterative optimization algorithm to obtain an end-to-end

HSI reconstruction. Experiments on both synthetic and real

data demonstrate the superiority of our method.

1. Introduction

Hyperspectral imaging systems capture the spectral in-

formation of the scene across tens to hundreds of discrete

bands. The rich spectral details are beneficial to various

computer vision tasks, such as face recognition[28], object-

ing tracking [16] and appearance modeling [26]. To ob-

tain the 3D hyperspectral image (HSI), conventional hy-

perspectral imaging systems [4, 30, 33, 46] scan the scene

with multiple exposures, which makes those systems can-

not be used in the dynamic scenes. To this end, numerous

snapshot hyperspectral imaging systems have been devel-

oped [7, 13, 27, 49] in the last few decades. Based on the

compressive sensing theory [3, 6, 22], coded aperture snap-

shot spectral imaging (CASSI) [2, 36] draws an increas-

ing attention due to the promising ability in capturing the

dynamic target. However, the bottleneck of CASSI is the

limited quality of reconstructing the 3D HSI from the 2D
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Figure 1: Development trends of the HSI priors. Model

based methods and learning based methods show a similar

development trend in both image priors and reconstruction

accuracy (PSNR). We exploit the tensor low-rank prior with

deep learning and obtain the best reconstruction result.

compressive measurement. Since this problem is under-

determined, exploiting the image intrinsic prior is essential

to regularize the reconstruction solution.

So far, two kinds of methods, i.e., model based methods

and learning based methods, have been developed to exploit

the image prior for HSI reconstruction and show a similar

development trend, as shown in Figure 1.

In model based methods, numerous priors, from piece-

wise smoothing prior [42, 50], sparsity prior [35, 41] to

low-rank prior [15, 24], are proposed to finish HSI re-

construction with conventional iterative optimization algo-

rithms. Besides, different data structures, from 2D matrix to

3D tensor, have been employed to characterize those priors.

Among these priors, the tensor low-rank prior stands out

as a convincing way to model the high contextual correla-

tion in the high-dimensional structure [52]. However, these

priors equipped with conventional optimization algorithms

suffer from low computational efficiency in practice.

In deep learning, image priors, including piecewise

smoothing [12, 45] and sparsity prior [39, 47], are charac-

terized by neural networks for HSI reconstruction. They

usually exploit those priors in the feature domain. Meth-

ods in this venues have obtained promising reconstruction

accuracy and efficiency. However, they do not take the low-

rank prior into consideration, especially in tensor structure,

which limits the improvement of reconstruction quality.
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In nature images, structures in different frequencies carry

discriminative structures. Actually, the feature maps in con-

volution networks can also be treated as a mixture of struc-

tures at different frequencies. Meanwhile, the features pos-

sess rich redundancy and high contextual correlation like

the original image [11, 32]. An interesting and meaning-

ful question arises: can the low-rank prior in tensor struc-

ture be explicitly characterized with the image features, like

the prior regularization in model-based methods? This new

prior, once realized, could promote HSI reconstruction with

both accuracy and efficiency.

In this paper, we propose a novel deep neural network

by exploiting the tensor low-rank prior of HSI in the fea-

ture domain to boost the reconstruction performance for

snapshot hyperspectral imaging. Our method is inspired by

the canonical-polyadic (CP) decomposition theory, where

a low-rank tensor can be expressed as the weight summa-

tion of several rank-1 individual component tensors with

discriminative structures. Specifically, we first character-

ize the tensor low-rank prior of the image features with two

steps: (a) we generate rank-1 tensors with discriminative

components to collect the contextual information from both

spatial and channel dimensions of the image features; (b)

we aggregate those rank-1 tensors into a low-rank tensor as

a 3D attention map to exploit the global correlation and re-

fine the image features. Then, we integrate the learned ten-

sor low-rank prior into the half quadratic splitting (HQS)

based optimization algorithm to obtain an end-to-end HSI

reconstruction. Experiments on both synthetic and real data

demonstrate the superiority of our method.

In summary, we make the following contributions:

(1). We propose a deep neural network to characterize the

tensor low-rank prior of HSI in the feature domain.

(2). We characterize the tensor low-rank prior by exploiting

the contextual correlation of the image features with

CP decomposition.

(3). We obtain an end-to-end HSI reconstruction by inte-

grating the image prior into the HQS algorithm.

2. Related Works

2.1. Model Based HSI Prior

According to the compressive sensing theory, the de-

sired signal can be reconstructed by solving a prior regular-

ized convex optimization problem. Researchers attempted

to model the intrinsic property of HSI with various prior

regularization forms. The TV regularization was first intro-

duced to keep the piecewise smoothing of HSI, but the re-

constructed results treed to be over-smooth [40, 48, 50, 51].

The sparsity prior maintains the sparse property of HSI in

a fixed transform domain or an over-completed dictionary

and derives a more robust performance than TV [14, 36].

Tan et al. [35] used approximate message passing to pur-

sue the sparsity of HSI with the wavelet transform. Wang

et al. [41] proposed to learn the 3D adaptive nonlocal sparse

representation (3DNSR) of HSI. Then low-rank matrix ap-

proximation (LRMA) was proposed in [15, 24] to exploit

the non-local correlation. However, these methods always

expressed the 3D HSI as a 1D vector or a 2D matrix, which

inevitably breaks the high-dimensional nature of HSI. Re-

cently, Zhang et al. [52] proposed the low-rank tensor re-

covery based on the sum of nuclear norm regularization

(SNNR) and obtained impressive accuracy. However, solv-

ing this problem with convex optimization is not sufficient

to fit the data diversity and suffers from low efficiency. In

this paper, we design a deep neural network to exploit the

tensor low-rank prior and improve the reconstruction per-

formance of snapshot hyperspectral imaging.

2.2. Learning Based HSI Prior

By leveraging the advantage of deep learning, re-

searchers characterized the image priors with the deep neu-

ral networks to finish HSI reconstruction. Xiong et al. [45]

proposed HSCNN to treat the HSI reconstruction as an im-

age enhancement task and learn a brute-force mapping from

the initialized image. Choi et al. [12] utilized auto-encoder

(AE) to learn the non-linear sparsity prior and the TV based

smoothing prior of HSI. Zhang and Ghanem [47] exploited

the deep sparsity prior with an interpretable optimization-

inspired deep network (ISTA) for natural image compres-

sive sensing. Recently, attention mechanism based meth-

ods were proposed to explore the non-local similarity prior

of HSI. Miao et al. [25] proposed λ-Net for CASSI recon-

struction by combining the spatial attention block and U-

net. Wang et al. [39] developed a deep non-local unrolling

(DNU) method by integrating a spatial attention block with

a local sparsity block to further boost the reconstruction ac-

curacy. However, they failed to consider the low-rank prior

of HSI, especially in tensor structure, which limited the im-

provement of reconstruction quality. In this work, we char-

acterize the tensor low-rank prior of HSI in the feature do-

main to promote the reconstruction accuracy for snapshot

hyperspectral imaging.

2.3. Low­rank Tensor Recovery

Low-rank tensor recovery tries to estimate the desired

tensor with the lower-rank constraint from the degraded

input using various tensor decomposition models. The

most widely used decomposition models are Tucker de-

composition and CP decomposition [19]. Tucker decom-

position expresses the input tensor as the product of sev-

eral matrices and a core tensor. CP decomposition ex-

presses the input tensor as a weighted combination of few

rank-1 tensors. The rank-1 tensors contain discriminative

212007



C
o
n
v

Concat

O1

OR

O2

R
e
L
U

C
o
n
v

C
o
n
v

C
o
n
v

R
e
L
U

C
o
n
v

Degraded 

HSI

Refined

HSI

Feature Coding Feature DecodingDeep CP Decomposition Module

DRTLM

Figure 2: The framework of the tensor low-rank prior learning network(TLPLN). We input the degraded image and output the

refined image after implementing three parts, i.e., feature coding, the deep CP decomposition module and feature decoding.

components with different importance. CP decomposition

is an efficient tool for delivering the low-rank nature of

data and has been widely used in various computer vision

tasks[9, 10, 21, 29, 44]. In this paper, we leverage CP de-

composition to model the tensor low-rank prior of HSI in

the feature domain with deep learning.

3. Tensor Low-rank Prior Learning

The feature maps in convolution networks can be treated

as a linear projection of the original image and delivers

different information of various frequencies. For exam-

ple, the features in higher frequencies carry structure de-

tails and those in lower frequencies carry smoothing infor-

mation. Meanwhile, rich redundancy and high contextual

correlation also exist in the image features like the original

image [11, 32]. This key observation motivates us to model

the tensor low-rank prior of HSI in the feature domain.

To this end, we design a deep neural network to learn the

tensor low-rank prior. Meanwhile, a deep CP decomposi-

tion module is developed to collect the contextual informa-

tion and refine the image features.

3.1. Prior Learning Network

Our tensor low-rank prior learning network, as shown in

Figure 2, consists of three steps: feature coding, the deep

CP decomposition module, and feature decoding.

Before implementing the deep CP decomposition mod-

ule, we first employ several neural layers to code the im-

age features of the input degraded HSI. Specifically, we use

convolution(Conv)-Conv-ReLU-Conv to generate the fea-

tures of the input image. During the feature coding, we fix

the spatial kernel size as 3 × 3 and the channel number as

64. Then, we deliver the coded image features into the pro-

posed deep CP decomposition module to restore the refined

features. Finally, we employ Conv-ReLU with the spatial

kernel size of 3 × 3 to decode the refined features into the

improved HSI. Next, we introduce the design of the deep

CP decomposition module in detail.
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Figure 3: A visual display of 3D CP decomposition.

3.2. Deep CP Decomposition Module

We choose CP decomposition as the pipeline to learn the

tensor low-rank prior. The definition of CP decomposition

is given as the following theorem, and a visual display of

the CP decomposition for 3D tensor is shown in Figure 3.

Theorem 1 For an arbitrary N -order tensor X ∈
R

I1×I2×···IN , it can be decomposed into the linear com-

bination of a series of Kroneker bases, written as:

X =
∑r

i=1
αici1 ◦ ci2 ◦ · · · ◦ ciN , (1)

where cin ∈ R
In is a rank-1 Kroneker basis vector, αi is

the scalar weight, ◦ denotes Kronecker product, and r is a

predefined number called CP rank. Generally, ci1 ◦ ci2 ◦
· · · ◦ ciN produces a rank-1 tensor.

According to Theorem 1, CP decomposition can be re-

garded as a high-dimensional extension of image singular

value decomposition, where the component bases with dif-

ferent importance contain distinctive structures of different

frequencies. Therefore, CP decomposition can characterize

discriminative information of different frequencies in the

image features effectively.

The key of CP decomposition is to learn the discrimi-

native rank-1 tensor components and aggregate them into

a low-rank tensor [19]. Specifically, we first design a sub

block to generate a single rank-1 tensor. Given the input im-

age features, we apply global average pooling(GAP)-Conv-

Sigmod on the channel, height, and width dimension [10]

in parallel to generate the rank-1 vector cr1 , cr2 and cr3 .

Specifically, GAP is used to deliver the contextual informa-

tion across the corresponding dimension and Conv-Sigmod
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Figure 4: Architecture of the rank-1 tensor generating block

(RTGB) and the discriminative rank-1 tensor learning mod-

ule (DRTLM). The DRTLM embed the RTGBs to produce

discriminative rank-1 component tensors.

is employed for generating the non-linear projection from

the result of GAP to the desired vector. Once the rank-1

vectors are obtained, we impose the Kroneckor product on

the rank-1 vector cr1 , cr2 and cr3 to generate the rank-1 ten-

sor Or, which delivers the contextual information in spa-

tial dimension and channel dimension jointly. We denote

the above process as the rank-1 tensor generating block, as

shown in Figure 4 (a).

Then, we introduce residual learning to learn the dis-

criminative rank-1 tensors of different frequencies. Resid-

ual learning is a powerful tool to learn the image infor-

mation of different frequencies [31]. Specifically, we first

employ a rank-1 tensor generating block on the input fea-

tures to generate the rank-1 tensor O1. Then we extract

the residual part, which can be regarded as the information

with higher frequency that O1 fails to restore. The residual

part is consequently processed by a rank-1 tensor generat-

ing block again to generate O2. Finally, given the prede-

fined CP rank r, we embed the rank-1 generating blocks

for r times to generate r rank-1 tensors {O1,O2, ...,Or}.

Each rank-1 generating block is responsible for producing a

tensor with the individual contextual information and pass-

ing the residual part into the next rank-1 generating block.

We denote this process as the discriminative rank-1 tensor

learning module, as shown in Figure 4 (b).

Once the rank-1 component tensors are available, we ag-

gregate them into a low-rank tensor. Specifically, we first

concatenate r rank-1 tensors into a stacked tensor. Since

the contextual information in a higher frequency is more

difficult to restore, we add the skip connection from the

lower rank-1 tensor before concatenation. The skip connec-

tion can faithfully deliver valuable information that is easier

to be restored, which benefits avoiding the over-fitting and

Objective
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Amici 
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Camera

Coded 
Aperture

Scene Measurement

CASSI

Figure 5: Diagram of the CASSI system.

boosting the back-propagation. Then, we employ a Conv

layer with the spatial size of 3× 3 to aggregate the stacked

tensor into the desired low-rank tensor, which can be equiv-

alent to learn the weights αr in CP decomposition. Ac-

cordingly, the restored low-rank tensor X lr based on CP

decomposition can be expressed as:

X lr = Conv(O1,O2, ...,Or). (2)

It is also worth noting that aggregating rank-1 tensors

with weighted summation in Eq. 1 gives the same weights

along different dimensions within a rank-1 tensor, which

ignores the non-local correlation between different dimen-

sions. Instead, we employ a Conv layer to learn the distinc-

tive weights along different dimensions and produce a more

robust aggregation result. Since the aggregated tensor con-

tains rich contextual information, it can be regarded as a 3D

attention map of modeling the global correlation from dif-

ferent dimensions and different frequencies. Therefore, we

finally refine the image features using the Hadamard prod-

uct on the aggregated tensor and the input features.

In the following, we leverage the learned prior to finish

reconstruction of snapshot hyperspectral imaging.

4. HSI Reconstruction

4.1. Snapshot Imaging System

We give a brief introduction on the representative snap-

shot hyperspectral imaging system, i.e., CASSI. Other

imaging systems, such as multiple snapshot hyperspec-

tral system [18] and spatial-spectral encoded imaging sys-

tem [23], are also applicable for our method.

The schematic diagram of CASSI is shown in Figure 5.

The incident spectral information is first projected on a

coded aperture through an objective lens. Then the light

is spatially modulated by the pre-given pattern of the coded

aperture and spectrally dispersed by a dispersive prism. Fi-

nally, the light arrives on the focal plane of a grayscale

camera and forms a 2D compressive measurement. We de-

note the original HSI as X ∈ R
M×N×Λ and its element as

X (m,n, λ), where m,n index the spatial coordinate and λ

indexes the spectral coordinate. Accordingly, the intensity

Y (m,n) of the CASSI measurement Y ∈ R
(M+Λ−1)×N

at position (m,n) is

Y (m,n) =
∑Λ

λ=1
ρ(λ)ϕ(m−λ, n)X (m−λ, n, λ), (3)
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Figure 6: Flowsheet of our proposed reconstruction network. We first initialize HSI from the input sensing matrix and

measurement. Then the TLPLN and linear projection work alternatively in each phase. We iterate the procedure for K times

and finally output the reconstructed HSI.

where ρ(λ) is the spectral response of the camera and

ϕ(m,n) is the pattern of the coded aperture. For brevity, the

imaging process can be represented as the following math-

ematical formulation:

y = Φx, (4)

where Φ ∈ R
((M+Λ−1)×N)×MNΛ is the sensing matrix [2],

x = Vec(Vec(X (:, :, 1)),Vec(X (:, :, 2)), ...,Vec(X (:, :
,Λ))) and y = Vec(Y ).

4.2. Reconstruction Network

We introduce the deep interpretable optimization frame-

work [34, 47] to reconstruct HSI by integrating the tensor

low-rank prior learning network with the HQS algorithm.

The fundamental task of HSI reconstruction is to recover

the underlying image x with the given sensing matrix Φ and

the captured measurement y. According to the compressive

sensing theory, the problem of HSI reconstruction with the

tensor-low rank prior based regularization can be described

as the following convex optimization formulation:

arg min
X

R(X ), s.t. y = Φx, (5)

where R(·) denotes the learned tensor low-rank prior based

regularization. The above constrained minimization prob-

lem is equivalent to its Lagrangian form:

arg min
X

‖y −Φx‖22 + βR(X ), (6)

Here we utilize the HQS algorithm to optimize the recon-

struction problem in Eq. 6. Specifically, after introducing an

auxiliary variable S = X , Eq. 6 can be reformulated into a

constrained optimization problem as:

arg min
X ,S

‖y −Φx‖22 + βR(S), s.t. S = X . (7)

The above problem can be converted to a non-

constrained optimization problem:

arg min
X ,S

‖y −Φx‖22 + βR(S) + τ‖S −X‖2F , (8)

where τ is the penalty factor. Then, X and S can be esti-

mated by solving the two sub-problems alternatively:

S
t+1 = arg min

S

R(S) +
τ

β

∥

∥S −X
t
∥

∥

2

F
, (9)

X
t+1 = arg min

X

‖y −Φx‖22 + τ
∥

∥S
t+1 −X

∥

∥

2

F
. (10)

S sub-problem. Eq. 9 turns to optimize the learned ten-

sor low-rank prior based regularized problem. We denote

the tensor low-rank prior learning network as a proximal

operator Υ(·), so the solution can be expressed as:

S
t+1 = Υ(X t). (11)

X sub-problem. Eq. 10 is a quadratic optimization

problem and admits a straightforward least-square solution:

X
t+1 = (ΦT

Φ+ τI)−1(ΦTy + τSt+1). (12)

Here we employ the gradient descent algorithm to obtain

an approximate solution with linear projection given as:

X
t+1 = Φ̂(X t) + εΦTy + ετSt+1, (13)

where Φ̂ = (1− ετ)I − εΦT
Φ.

We integrate the two updating steps, i.e., Eq. 11 and

Eq. 13, into an end-to-end manner and obtain the proposed

reconstruction network, as shown in Figure 6. Specifically,

we first initial X 0 = Φ
Ty. Then, the tensor low-rank prior

learning network and the linear projection are performed al-

ternatively in each phase for K times. Finally, the network

outputs the reconstructed HSI.

4.3. Learning Strategy

Learning the parameters from the external datasets is es-

sential for deep neural networks. In the reconstruction al-

gorithm, the hyper-parameters τ and ε leave an important

effect on accuracy. However, tuning hyper-parameters is

always challenging and nontrivial for different scenes. To-

ward this end, we set the two hyper-parameters Θh = (τ, ε)
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Table 1: Evaluation results and reconstruction time (in second) on two datasets. The best results are highlighted in bold.

Dataset Index TV 3DNSR LRMA SNNR HSCNN AE ISTA λ-Net DNU Ours

ICVL

PSNR 25.442 27.472 29.793 30.400 28.446 28.068 30.498 29.006 32.610 34.530

SSIM 0.906 0.914 0.940 0.943 0.934 0.923 0.947 0.946 0.966 0.977

SAM 0.051 0.047 0.032 0.032 0.043 0.038 0.044 0.053 0.037 0.030

ERGAS 89.950 70.665 56.328 50.605 61.557 68.668 49.381 56.501 37.531 30.065

Harvard

PSNR 26.228 28.638 30.499 31.136 27.603 29.205 29.870 29.373 31.111 32.433

SSIM 0.889 0.903 0.930 0.932 0.895 0.912 0.913 0.909 0.929 0.941

SAM 0.113 0.108 0.078 0.080 0.109 0.091 0.110 0.133 0.101 0.090

ERGAS 127.482 97.269 84.133 74.915 105.897 91.625 85.211 89.015 73.533 62.510

Running Time(s) 150 3240 3862 6942 0.78 130 0.29 0.07 0.25 0.36

also as learnable variables to balance the contribution be-

tween the data fidelity and the deep prior based regulariza-

tion adaptively. It should be noted that our tensor low-rank

prior learning network is trained directly during the end-to-

end reconstruction process. The prior learning network in

different phases will handle degraded images with various

noise levels and obtain adaptive parameters.
We introduce the MSE loss as the evaluation criteria.

Consequently, our training loss can be expressed as:

L (Θn,Θh
) =

1

L

∑L

l=1

∥

∥

∥
F

(

y
l
,Φ,Θn,Θh

)

− x
l

∥

∥

∥

2

, (14)

where Θn is the set of all network parameters, F (·) denotes

the reconstructed output, xl and yl denote the paired HSI

and the corresponding measurement, respectively.

In our work, we employ TensorFlow as the running

framework and use Adam [17] to minimize the loss func-

tion. The learning rate, the penalty τ and the decent step ε

are initially set as 0.0001, 0.8 and 0.04, respectively. Mean-

while, the learning rate exponentially decays to 95% for ev-

ery ten epochs. We set the CP rank as 4 and the max phase

number K as 11 empirically. We execute our implementa-

tion on a platform with Inter i7 6700 and NVIDIA 1080TI.

5. Experiments on Synthetic Data

5.1. Implementation Details

Datasets. We evaluate our method on two benchmark

datasets, including the ICVL dataset [1] and the Harvard

dataset [8]. The ICVL dataset consists of 201 real-world

objects, each with 1300 × 1392 spatial resolution and 31

spectral bands collected from 400nm to 700 nm in a 10nm

step. The Harvard dataset consists of 50 outdoor scenes,

each with 512×512 spatial resolution and 31 spectral bands

collected from 420nm to 720nm in a 10nm step. We set the

patch size as 48×48 across full spectral bands. Meanwhile,

we randomly collect 50 images in the ICVL dataset and 9

images in the Harvard dataset for testing and the rest for

training. In our experiment, the resolution of all tested im-

ages is cropped into 256× 256.

Comparison Methods. We compare our method on

synthetic data with the state-of-the-art reconstruction meth-

ods, including 4 model based methods, i.e., TV [5],

3DNSR [41], LRMA [15] and SNNR [52], and 5 learning

based methods, i.e., HSCNN [12], AE [12], ISTA [47], λ-

Net [25] and DNU[38]. We make great efforts to produce

their best results according to their codes released publicly

or provided by the authors privately.

Evaluation Indexes. We adopt four image qual-

ity indexes, including peak signal-to-noise ratio (PSNR),

structure similarity (SSIM) [43], spectral angle mapping

(SAM) [20] and relative dimensionless global error in syn-

thesis (ERGAS) [37], for quantitative evaluation. Specif-

ically, PSNR measures the visual quality, SSIM measures

the structure similarity, while SAM and ERGAS measure

the spectral fidelity. Generally, bigger values of PSNR and

SSIM, smaller results of SAM and ERGAS suggest a better

reconstruction accuracy.

5.2. Evaluation Results

Table 1 shows the average numerical results on the ICVL

data and the Harvard dataset. The best results for each in-

dex are highlighted in bold. We can see that our method

outperforms all the existing methods on both spatial accu-

racy and spectral fidelity, which demonstrates the superior-

ity by learning the tensor low-rank prior with the deep neu-

ral network. Specifically, compared with the model based

methods, the proposed deep prior can better capture the in-

trinsic characteristic of HSI. In particular, the improvement

upon SNNR indicates that using the deep neural network is

more sufficient than the model based method to deliver the

tensor low-rank property of HSI and fit the data diversity.

Our method can also produce a remarkable improvement

upon the learning based methods. The boost upon HSCNN

AE and ISTA states clearly that integrating the tensor low-

rank prior is more conducive for HSI reconstruction than

other learning based priors. The promotion upon λ-Net

and DNU demonstrates that the proposed tensor low-rank

prior is more powerful to exploit the contextual correlation
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Measurement TV 3DNSR LRMA SNNR HSCNN

(21.083 / 0.823) (24.370 / 0.829) (25.543 / 0.899) (29.849 / 0.922) (26.089 / 0.878)

AE ISTA λ-Net DNU Ours Ground Truth

(26.928 / 0.882) (27.526 / 0.890) (28.344 / 0.913) (31.867 / 0.946) (34.369 / 0.984) (PSNR / SSIM)

Figure 7: Visual quality comparison of one example scene from the ICVL dataset. The PSNR and SSIM results for the

reconstructed images are shown in the parenthesis. Our method obtains better spatial contents and textures.
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Figure 8: Spectral curves and their reconstructed RMSE re-

sults of the region labeled in Figure 7.
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Figure 9: Visualization of four sub-attention maps.

of HSI. The last row in Table 1 lists the average running

time (in seconds). We can see that the proposed method can

obtain a comparable efficiency with other learning based

methods, such as HSCNN and ISTA.

To give a visual evaluation, we display the reconstructed

images of one representative scene from the ICVL dataset

in Figure 7. For better vision, we convert the reconstructed

HSI into RGB image using the CIE color mapping func-

tion. By comparing the full images and the local magnifica-

tion maps, we can see that more spatial details and sharper

textures are produced in our method. We display the spec-

tral curves of the tree, which is labeled in Figure 7, and
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Figure 10: The reconstrued spatial accuracy (PSNR) and

spectral fidelity (ERGAS) under different CP ranks.

the reconstructed RMSE results in Figure 8. It shows that

our method provides a lower spectral error than other meth-

ods. Therefore, our method outperforms all the competitive

methods in terms of both spatial and spectral accuracy.

We further visualize the heat maps of the learned atten-

tion map of the image in Figure 7 to check the part of fea-

tures they activate. As shown in Figure 9, different sub-

attention maps activate discriminative structures. For exam-

ple, the first map activates most area of the feature, which

is the smoothing information with lower frequencies. While

the last map activates few small areas, which is the structure

details. Therefore, the deep CP decomposition module can

capture contextual information of different frequencies.

5.3. Ablation Study

We conduct extented experiments to investigate the ef-

fects of parameters and validate the proposed motivation.

CP rank. The CP rank determines reconstruction quality

and plays an important role in our model. Figure 10 shows

the average results on the Harvard dataset with different CP

712012
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Figure 11: Performance comparison on real data.

Table 2: Accuracy comparison under different methods of

two essential operations in our model.

Residual Learning Aggregation Manner PSNR ERGAS

× Convolution Learning 32.160 64.370
√

Weighted Summation 31.320 71.494
√

Convolution Learning 32.433 62.510

ranks. We can see that the best result is obtained when

rank = 4, which validates the effectiveness of aggregating

the contextual information with a low-rank constraint.

Essential Operations. Generating discriminative rank-1

tensors with residual learning and aggregating rank-1 ten-

sors into a low-rank tensor with convolution learning are

two essential operations in our model. We conduct the ex-

periments when we generate rank-1 tensors without resid-

ual learning, and when we implement aggregation with

weighted summation to validate the effectiveness of our de-

sign. The results in Table 2 demonstrate that generating

discriminative rank-1 tensors with residual learning and ag-

gregating the rank-1 tensors with convolution learning can

produce more accurate results in CP decomposition.

6. Experiments on Real Data

We further evaluate the performance of the proposed

method on the real captured data. The captured scene is a

cartoon cover under the laboratory ambient light condition.

The RGB image and the CASSI compressive measurement

are shown in Figure 11 (a) and (b), respectively. To gener-

ate the training data, we utilize the spectral interpolation on

the synthetic dataset according to the corresponding wave-

length. We display the reconstructed images at 648nm of

TV, SNNR, DNU, and our method in Figure 11 (c)-(f). It

shows that our method obtains better results with clearer

contents and textures compared with other methods.

The reconstructed spectral curves of the representative

regions, which are labeled as ① and ② in Figure 11, are

shown in Figure 12, and the corresponding RMSE results

are also attached in parentheses. We use a scanning-based

commercial spectrometer (SOC 710) to capture the refer-
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Figure 12: Spectra results (from left to right) of the regions

labeled as ① and ② in Figure 11, respectively.

ence spectrum. It shows that the spectral curve recon-

structed by our method is closer to the reference compared

with other methods. Meanwhile, our method obtained the

least error according to the RMSE results, which demon-

strates the superiority of our method in real data.

7. Conclusion

In this paper, we proposed a deep neural network by

characterizing the tensor low-rank prior of HSI in the fea-

ture domain to boost the reconstruction performance for

snapshot hyperspectral imaging. Specifically, we first char-

acterized the tensor low-rank prior of the image features

using CP decomposition with two steps: (a) we generated

rank-1 tensors with discriminative components to collect

the contextual information from both spatial and channel

dimensions; (b) we aggregated those rank-1 tensors into a

low-rank tensor as a 3D attention map to exploit the global

correlation and refine the image features. Then, we inte-

grated the learned tensor low-rank prior into a iterative opti-

mization algorithm to obtain an end-to-end HSI reconstruc-

tion. Experiments on both synthetic and real data demon-

strated the superiority of our method.
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