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Abstract

Fovea, located in the centre of the retina, is specialized

for high-acuity vision. Mimicking the sampling mechanism

of the fovea, a retina-inspired camera, named spiking cam-

era, is developed to record the external information with a

sampling rate of 40,000 Hz, and outputs asynchronous bi-

nary spike streams. Although the temporal resolution of vi-

sual information is improved, how to reconstruct the scenes

is still a challenging problem. In this paper, we present a

novel high-speed image reconstruction model through the

short-term plasticity (STP) mechanism of the brain. We de-

rive the relationship between postsynaptic potential regu-

lated by STP and the firing frequency of each pixel. By set-

ting up the STP model at each pixel of the spiking camera,

we can infer the scene radiance with the temporal regular-

ity of the spike stream. Moreover, we show that STP can

be used to distinguish the static and motion areas and fur-

ther enhance the reconstruction results. The experimental

results show that our methods achieve state-of-the-art per-

formance in both image quality and computing time.

1. Introduction

High-speed imaging is desired in scientific imaging

and professional photography for clearly recording fast-

changing processes in physics experiments, rapidly moving

particles in chemical reactions, fleeting moment in com-

petitive sports and so on. The traditional digital camera

records scenes with a constant shutter speed (e.g., 30 fps),

which loses much visual information and suffers motion

blur. High-speed cameras can output images with a rela-

tively high time sampling frequency of millions Hz or even

hundreds of millions Hz [1, 13]. However, enormous mem-

ory demands are needed to record these images. More-

over, high-speed cameras require specialized sensors that
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Figure 1. Illustration of working mechanism for traditional cam-

eras, event cameras, and spiking cameras. Traditional cameras

acquire images according to the constant frame rate, event cam-

eras generate asynchronous events for all pixels when brightness

changes exceed a certain threshold, and spiking cameras continu-

ously capture photons and generate asynchronous spike for all pix-

els when the accumulated intensity reaches a predefined threshold.

are highly expensive, which cannot be widely used.

Over the past decades, neuromorphic vision sensors [12]

have attracted extensive attention with its bio-inspired vi-

sual recording mechanism. Unlike conventional cameras,

which sample external light with the same exposure time

for all pixels, the neuromorphic vision sensors mimick the

retina’s sampling process and generate asynchronously bi-

nary outputs for all pixels based on the scene radiance

change. A commonly used neuromorphic vision sensors are

dynamic vision sensors (DVS) (also called event cameras),

in which events are generated only when the brightness

change exceeds a certain threshold [22, 5, 9]. Event cameras

have distinctive advantages over traditional frame cameras

such as low-latency, sparse output, low power consumption,

and high dynamic range. Despite this, it is difficult for an

event camera to reconstruct textures in scenes as visual in-
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formation of the static scenes is lost. Inspired by the sam-

pling mechanism of primate fovea located in the retina cen-

ter [34, 18], another retina-inspired camera named spiking

camera has been developed in recent years [6, 7]. Each pixel

of the spiking camera continuously captures photons and

generates a spike when the accumulated intensity reaches a

predefined threshold. An intuitive illustration for traditional

cameras, event cameras, and spiking cameras is shown in

Fig. 1. In spiking cameras, the pixels sensed different scene

radiance will fire spikes with varying frequencies — the

stronger the radiance is, the faster the spikes fire. Compared

with event cameras, the spiking camera retains high-speed

spatio-temporal information for both moving and static ob-

jects, which is ready-to-use for scene reconstruction.

Recently, some scene reconstruction methods have been

proposed by estimating the firing frequency of each pixel,

as the photosensitive units receive different scene radiance

will trigger spikes with different frequencies [38, 39, 36].

However, these methods require a predefined length of the

time window, which often suffer the problems of motion

blur and low image contrast if the window length is inap-

propriate. Besides, complex optimization algorithms are

utilized to separate the motion and static areas as to make

it impossible to reconstruct images in real-time. Therefore,

how to estimate each pixel’s firing frequency without a pre-

defined time window and reconstruct the texture with high

image quality and low latency is still unclear.

In this paper, we develop a new high-speed image recon-

struction approach through the short-term plasticity (STP)

mechanism of the brain [31, 30]. By employing the out-

put spiking streams as the input of spiking neural networks

with STP [17], we derive the relationship between the time-

varying firing frequency of each pixel and the dynamics of

the postsynaptic neuron, and further infer the scene radiance

and the pixel value of the reconstructed images. Moreover,

as the dynamics of STP model will fluctuate around a stable

value if the spike frequency changes, we introduce a mo-

tion extraction method with STP to enhance the reconstruc-

tion results. The experimental results show that the pro-

posed methods are capable to reconstruct high-speed mo-

tion scenes with high quality in real-time, the performance

of which outperform state-of-the-art approaches.

Contributions:

• We propose bio-inspired image reconstruction meth-

ods by implicitly estimating each pixel’s firing fre-

quency rather than utilizing time windows.

• We propose a novel motion extraction method based

on the STP dynamics intuitively, without using much

extra computation while rebuilding scenes.

• The proposed methods outperform previous works in

both image quality and computing time, which lever-

age spiking cameras’ low latency to realize high-speed

image reconstruction.

2. Related Works

Event-based Imaging. It is different for event cameras

to reconstruct textures in scenes as visual information of

the static scenes is lost. Some hybrid sensors combin-

ing event cameras and conventional digital cameras, such

as ATIS [24], DAVIS [2], RGB-DAVIS imaging system

[33, 11] and Celex [10], were developed in recent years.

Based on these sensors, the scene could be reconstructed

with high frame rate by combining events and frames di-

rectly [3, 21, 20, 28, 10] or warping the events to im-

ages [15, 29]. However, the difficulty in achieving reli-

able temporal synchronization between events and low-rate

frames from traditional sensors makes them inapplicable in

capturing the high-speed scene.

In recent years, generating high-speed and high dynamic

range videos with event cameras based on deep neural net-

works (DNNs) has become a mainstream trend. Inspired

by [37, 27], Rebecq et al. [25, 26] trained a recurrent

UNet architecture (E2VID) end-to-end with simulated data.

These works are later improved by introducing a temporal

consistency loss based on [14] and achieve the state of the

art. Scheerlinck et al. [28] proposed a FireNet reducing the

E2VID model complexity by 99% with minor trade-offs in

reconstruction quality. Except for using the recurrent archi-

tecture, generative adversarial networks (GANs) were used

in [23, 32] to generate frames from events. Nevertheless,

the computational cost of DNNs is high and does not lever-

age the low-power and the low-latency of event cameras.

High-speed Imaging based on Spiking Cameras. Based

on the temporal characteristic of spike streams generated by

spiking cameras, some reconstruction methods have been

proposed [38, 39, 36]. Zhu et al. [38] presented “texture

from inter-spike-intervals (TFI)” and “texture from play-

back (TFP)” to rebuild the scenes according to the firing

interval and firing rate, respectively. As there is a trade-

off between removing the motion blur and improving the

image contrast, the length of the window needs to be care-

fully defined, which will significantly influence the results.

To solve this problem, Zhu et al. [39] proposed to extract

the motion area and reconstruct the static and motion area

with different methods. Nevertheless, the motion extraction

based on the graph cut needs to optimize the motion mask

iteratively. Such an energy-based optimized way is time-

consuming that diminishes the advantage of the low latency

of spiking cameras. Zhao et al. [36] improved the signal to

noise ratio by utilizing temporal correlations of signals, but

it only applied to the scenes with linear motion.

3. Preliminaries

3.1. Shortterm Plasticity

Short-term plasticity refers to the short-term change of

synaptic strength, which is usually between tens to thou-
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Figure 2. The postsynaptic potential and current generated by STP

with received spike streams from a presynaptic neuron. Left:

The short-term depression dominated model, the parameters are

τD = 750 ms, τF = 50 ms, U = 0.45, C = 0.3. Right:

The short-term facilitation dominate model, the parameters are

τD = 50 ms, τF = 750 ms, U = 0.15, C = 0.15.

sands of milliseconds. STP is sensitive to presynaptic

spikes’ temporal-distribution regularity and can transiently

change postsynaptic potential (PSP) amplitude accordingly.

When a postsynaptic neuron receives a sequence of ac-

tion potentials (spikes) from a presynaptic neuron, the PSP

changes according to:

PSP(t) = A ·R(t) · u(t), (1)

where A denotes the maximum voltage value that an action

potential can trigger on a postsynaptic neuron, R(t) denotes

the remaining number of available neurotransmitters in the

axon at time t, and u(t) denotes the release probability of

neurotransmitter in the axon at time t. The following ordi-

nary differential equations define the dynamics of R(t) and

u(t):

dR(t)

dt
=

1−R(t)

τD
− u(t−)R(t−)δ(t− tsp), (2)

du(t)

dt
=

U − u(t)

τF
+ C[1− u(t−)]δ(t− tsp). (3)

Here δ(t) represents Dirac delta function, C is a constant

parameter that influences the change of u(t). Eq. 2 illus-

trates that the amount of neurotransmitters R(t) decreases

by u(t−)R(t−) when a presynaptic spike releases at time

tsp, and recovers to 1 with a depression time constant τD.

Note, the notation t− denotes that these functions should

be computed in the limit approaching the spike release time

from below. Eq. 3 indicates that the release probability u(t)
increases by C[1 − u(t−)] once a presynaptic spike fires,

and decays back to baseline release probability U with fa-

cilitation time constant τF . Similar to PSP, the postsynaptic

current is formulated by:

dPSC(t)

dt
= −

PSC(t)

τs
+A ·R(t−) · u(t) · δ(t− tsp). (4)

t1 t2 t1 t2

Figure 3. Reconstruction results of TFP with different length of

time window. Images in the blue dotted box are recovered with

w = 8, and images in the red dotted are recovered with w = 32.

Intuitively, the dynamics of R(t) and u(t) (Eq. 2 and Eq. 3)

can be seen as two low-pass filters of the input spikes, and

their cutoff frequencies are inversely proportional to time

constants τD and τF . There are two types of STP named

short-term depression and short-term facilitation, respec-

tively. Short-term depression and short-term facilitation

have opposite effects on synaptic efficacy, which can be

seen in the middle and bottom of Fig. 2. Through adjust-

ing the four parameters STPθ = {τD, τF , U, C}, STP can

have forms being either short-term depression dominated or

short-term facilitation dominated.

4. Methods

4.1. Overview of the method

The previous works to reconstruct the scene can be

summarized as estimating the firing frequency of each

pixel [36, 38, 39]. Fig. 3 illustrates the reconstruction re-

sults of TFP [38] with different time windows. One can

find that a short time window leads to lower contrast and

less motion blur, while the long one has higher contrast and

more motion blur. Thus, it requires an appropriate prede-

fined length of the time window to estimate the firing fre-

quency accurately, so as to make the texture relatively high

contrast and avoid the motion blur.

To mitigate the weakness of the setting of the time win-

dow, we set up the STP model at each pixel of the spiking

cameras to record the temporal regularity of spikes implic-

itly. The dynamics of PSP regulated by STP is shown in

Fig. 4a. We can find that PSP will converge to a steady

value if the firing frequency of the input spike streams is

fixed, no matter what type of STP is used.

Moreover, the steady value of PSP, the number of vesi-

cles R, and the release probability u are all monotone in-

creasing functions of firing frequency (shown in Fig. 4b).

As mentioned above, the firing frequency of the spike
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Figure 4. (a): The dynamic of PSP regulated by STP. The dot-

ted lines with different colors refer to spike trains with different

frequencies, from 5 Hz to 30 Hz. The short-term facilitation and

depression model has a mixture of properties of both short-term

depression and short-term facilitation. (b): the steady value of

PSP, the number of neurotransmitters R, and the release probabil-

ity u with respect to different input frequencies. The results are

obtained with a short-term facilitation and depression model.

streams triggered by each photosensitive unit is propor-

tional to the received scene radiance. Intuitively, we can

estimate the scene radiance and the pixel value of the re-

constructed images, as well as detect the motion area based

on PSP. The details of our approach are presented in the

following sections.

4.2. Texture Reconstruction through STP

By setting up the STP model at each pixel of the spiking

cameras to record the output spike stream, we derive the

equation between the time-varying firing frequency of each

pixel and the dynamics of postsynaptic neuron. For the sake

of derivation, and numerical implementation with simplic-

ity and efficiency, the dynamics of R(t) and u(t) (Eq. 2 and

Eq. 3) can be rewritten as the following difference equations

by integrating between spikes n and n+ 1:

Rn+1 = 1− [1−Rn(1− un)] exp

(

−
∆tn

τD

)

, (5)

un+1 = U + [un + C(1− un)− U ] exp

(

−
∆tn

τF

)

, (6)

where Rn and un denote the value of R and u between

spikes n and n+1, ∆tn denotes the interval between spikes

n and n+ 1. Similar to [4], we set C = U . If the spike rate

ρ keeps constant, R and u will converge to their steady-state

values R∞(ρ) and u∞(ρ):

R∞(ρ) =
1− exp(− 1

ρτD
)

1− [1− u∞(ρ)] exp(− 1
ρτD

)
, (7)

u∞(ρ) =
U + (C − U) exp(− 1

ρτF
)

1− (1− C) exp(− 1
ρτF

)
. (8)

Conversely, assuming that the spike rate ρ keeps constant

and R and u have already converged to their steady-state

values, we can estimate ρ from R and u separately through

Eq. (7) and Eq. (8):

ρR = −
1

τD ln
(

1−R
1−R(1−u)

) , (9)

ρu = −
1

τF ln
(

u−U
C−U+u(1−C)

) . (10)

As the firing frequency of each pixel is proportional to the

scene radiance, the estimated pixel value is a weighted av-

erage of ρR and ρu:

P̂stp ∝ w1 · ρR + w2 · ρu. (11)

By varying the weighted parameter w = {w1, w2}, we can

control the contribution of ρR and ρu to the constructed

image. Here the parameters are set as STPθ1 : {τD =
0.025 ms, τF = 0.25 ms,C = U = 0.15}. The steps of

this methods (texture from short-term plasticity, TFSTP)

are summarized in Algorithm. 1.

Algorithm 1 Texture from STP (TFSTP)

Input: Spike streams Sij .

Output: Estimated pixel value P̂ij .

1: Initialize the parameters of STP, {τD, τF , U, C}, R and

u, and the weight parameter w

2: Compute ∆tn using the spike data.

3: Update Rn+1 and un+1 using Eq. 5 and Eq. 6.

4: Estimated the firing frequency ρR and ρu using Eq. 9

and Eq. 10.

5: Estimate the pixel value using Eq. 11.

Fig. 5 compares the STP dynamics {ρR, ρu, R, u} for

dark and bright area with different scene radiance. In the

dark area without moving objects (green circle in Fig. 5b),

the spikes generated by a spiking camera have a nearly con-

stant frequency. Hence the corresponding STP dynamics

will converge to the steady value rapidly. When the car in

the scenes moves across the bright areas (red circle in Fig.

5b) between 0 - 3.5ms, there are some small-range fluctua-

tions of the STP dynamics, but the overall trend is still con-

verging towards the corresponding state of the bright place.

4.3. Brightness Change Detection

For most scenes, the TFSTP method proposed in Section

4.2 works pretty well. Nevertheless, for high-speed scenes

with limited illumination, it may suffer from motion blur

caused by rare spikes in the dark area, and the STP status is

not updated in time. To solve this problem, we proposed an-

other texture reconstruction method (texture from motion-

based short-term plasticity, TFMSTP) based on detecting

46361



0.4

0.6

0.8

1

2.5 5 7.5 10 12.5 15

time  (ms)

1

2

R

u

R

u

R

u

spikes (dark)

0

0.4

0.8
R

u

R

u

STP 

dynamic

spikes (bright)

STP 

dynamic

0

(a)

(b)

(c)

Figure 5. Difference between STP dynamics of dark and bright area. (a): Spike raster and the corresponding STP dynamics of dark area

(green circle in (b)). (b): Scenes reconstruction via Algorithm 1. (c): Spike raster and STP dynamics of bright area (red circle in (b)).

y

x

t

STP dynamics

ℳ , = 0 ℳ , = 1

Motion DeterminationPresynaptic Spikes

Locally connected

Area Refinement Reconstruction

TFP

STP

Figure 6. Illustration of the reconstruction process based on distinguishing the motion and static pixel through STP.

the motion area with STP. Specifically, we first detect the

brightness change to extract the motion area and then re-

construct the motion and static areas via TFP and STP, sep-

arately.

Motion Determination. When there exists motion in the

area, the STP value will vary around the steady value corre-

sponding to the scene radiance (Fig. 5). Thus, we are able to

detect the motion area by evaluating the STP dynamics, e.g.

R, and u, which updates according to Eq. (5) and Eq. (6).

The reconstruction process of TFMSTP is shown in Fig. 6,

it begins with motion determination via STP. Since the num-

ber of vesicles R fluctuates with a larger range than the lease

probability u in the short-term facilitation dominated model

(shown in Fig. 2b), we detect pixels belonging to the motion

area or not by using the difference between Rn and Rn−1:

Mi,j =

{

1, |Rn(i, j)−Rn−1(i, j)| ≥ θ

0, |Rn(i, j)−Rn−1(i, j)| < θ
, (12)

where Mi,j denotes whether pixel(i, j) belongs to the mo-

tion area, and θ is a predefined global constant.

Area Refinement. Except for finding the motion pixels,

places along the moving trajectory of objects are also re-

garded as motion areas in our methods, which is achieved

by feeding the Mi,j as the input voltage to a locally con-

nected network consisted of leaky integrate-and-fire (LIF)

neurons. The membrane potential v(t) of LIF neuron
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changes according to:

τm
dv(t)

dt
= −[v(t)− vrest] + Ii,j(t), (13)

where τm is the membrane time constant, and vrest is the

resting potential. The current Ii,j of the neuron is the in-

tegrated result of neurons that locally connect to it, which

is calculated as Ii,j =
∑

x
Mx (x is the location of neu-

rons connected to the LIF neuron at (i, j)). In our cases, τm
equals the sampling frequency (25 µs) of the spiking cam-

eras. The LIF neuron will release spikes when the mem-

brane potential exceeds a certain threshold ϑ, and the mem-

brane potential is reset to the resting potential. The state of

the LIF neuron is changed as:

χi,j =

{

1,v ≥ ϑ

0,v < ϑ
(14)

After that, areas with χ = 0 are regarded as static pixels

while the ones with χ = 1 refer to motion pixels. For static

pixels, we estimate the pixel value using Eq. 11 derived by

STP, and for motion pixels (i.e. χi,j = 1), intensity of pixels

are obtained by TFP with a small moving window w = 8.

Therefore, we can achieve more texture details, high dy-

namic range, and low noise for the static area as well as

low motion blur for the motion area. The proposed TFM-

STP approach is summarized in Algorithm. 2. In Fig. 7,

we show some example results obtained when detecting the

brightness change with our proposed method. With contin-

uous input of spike streams, the STP dynamic of each pixel

gradually converges to a steady state, and only the motion

area has state change (i.e. Mi,j = 1 in Fig. 7a). To detect

the motion area in time, the STP parameters, in this case,

are set as STPθ2 : {τD = τF = 10ms,C = U = 0.15}.

The segmented motion region have a clearer and smoother

contour after area refinement. (Fig. 7b and Fig. 7c).

Algorithm 2 TFMSTP

Input: Spike streams Si,j .

Output: pixel value P̂ ′

i,j , motion state χi,j .

1: Initialize the parameters of STP, {τD, τF , U, C}, R and

u, and the weighted parameter w

2: Compute ∆tn using the spike data.

3: Update R(t) and u(t) using Eq. 5 and Eq. 6.

4: Obtain Mi,j using Eq. 12.

5: Refine the area and get χi,j with Eq. 13 and Eq. 14.

6: Estimate pixel value P̂ ′

χ=1 with Algorithm 1.

7: Compute P̂ ′

χ=0 with TFP.

5. Evaluation

5.1. Datasets

To test the proposed image reconstruction algorithms, we

use a publicly available dataset, including spike sequences

captured by the spike camera with a sampling rate of 40,000

Hz, which is also used in [39]. This dataset contains eight

sequences, which can be divided into two categories: high-

speed scenes with the object’s motion (Class A) and high-

speed scenes with camera’s ego-motion (Class B). Class A

includes “Balloon”, “Car”, “Rotation1” and “Rotation2”.

Among them, “Balloon” records a balloon filled with water

being punctured by a needle, “Car” describes a car traveling

at a speed of 100 km/h, “Rotation1” describes a disk with

2000 rpm (revolutions per minute), and “Rotation2” depicts

a rotating fan with 2600 rpm. Class B includes “Forest”,

“Railway”, “Train” and “Viaduct-bridge”(V-b). These four

sequences are recorded by a spiking camera in a high rail-

way with a speed of 350 km/h.

5.2. Qualitative Measurement

As shown in Fig. 8, our method is less noisy than other

methods, while maintaining low motion blur. For the scenes

of high-speed rotation characters without enough scene ra-

diance, there still exists motion blur on the edges of rotat-

ing characters (Fig. 9) with TFI, Graph-based method [39],

OF-based [36] and the proposed method TFSTP. For TFM-

STP method, the motion blur can be effectively eliminated

through reconstruct the static and motion pixels separately.

Moreover, except the TFMSTP, all the other recovered re-

sults on the back of a monitor are suffer from the low con-

trast, which is shown in the first row of Fig. 9. As the

parameters (ST Pθ : {τD, τF , U, C}) setting are different

in TFSTP and TFMSTP, the corresponding STP dynamics

converged with different speed. When using the parame-

ters STPθ2 (Section. 4.3), the STP dynamics of each pixel

converges to a steady state quickly, bringing about recon-

structed results on the static region with higher contrast

(Fig. 10) using a few timestamp. The reconstructed videos
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Figure 8. Reconstruction results of TFP (w = 8), TFI, GraphCut-based [39], OF-based [36], TFSTP (Ours).
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Figure 9. Comparison among different reconstruction methods on the scenes of “rotation2”. (b): Closeups of the reconstructed results on

character “B”, “A” and “E” at different moment (1 ms, 4.5 ms, 11 ms), respectively.
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Figure 10. Comparison between reconstruction results through

TFSTP with different parameters setting. The left image is re-

constructed with the first set of STP parameters STP
θ1, and the

right one with STP
θ2.

of all methods can be found in supplementary material.

5.3. Quantitative Evaluation

For quantitative evaluation, we first apply the reconstruc-

tion methods on a simulated dataset (supplementary ma-

terial), and compare the TFP, TFI, GraphCut-based, OF-

based, and TFSTP methods against the ground truth. As the

synthesized dataset is generated only with the camera’s ego-

Metric TFP(w=8) TFI GraphCut-based OF-based TFSTP

PSNR 19.96 16.92 19.03 16.46 23.15

SSIM 0.3776 0.6125 0.7445 0.7076 0.7300

Table 1. Referenced quantitative evaluation using simulated data

motion, it is unnecessary to distinguish the static and motion

areas. Thus the TFMSTP method is not compared here. The

results are reported in Tab. 1. The proposed TFMSP method

achieves the best results in PSNR, and gets comparable re-

sults as GraphCut-based method in SSIM. The reconstruc-

tion results of our method are less noisy than GraphCut-

based method (supplementary material).

Furthermore, to verify the effectiveness of the proposed

methods on real-world data, we employ three no-reference

image quality assessment metrics, namely two-dimensional

(2-D) entropy [35], standard deviation and BIQI [19]. 2-

D entropy uses both the gray value of a pixel and its local

average gray value to evaluate the amount of information
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Metric Method
Class A (Object motion) Class B (Camera’s ego motion)

Average
Balloon Car Rotation1 Rotation2 Forest Railway Train V-b

2-D entropy ↑

TFP [38] 3.88 5.53 4.00 4.80 5.30 5.33 6.03 6.01 5.11

TFI [38] 12.05 7.50 11.38 10.21 8.48 9.02 8.24 7.49 9.30

GraphCut-based [39] 9.75 9.58 11.10 11.05 11.35 11.29 10.60 10.46 10.65

OF-based [36] 7.11 9.64 7.33 8.43 9.96 10.43 9.79 10.53 9.15

TFSTP (ours) 13.45 13.45 13.82 12.91 13.44 13.71 12.86 13.64 13.41

TFMSTP (ours) 13.01 12.01 13.12 12.48 12.62 12.86 11.28 12.89 12.53

standard deviation ↑

TFP [38] 46.41 46.09 127.45 87.39 51.77 68.45 59.82 56.99 68.04

TFI [38] 72.91 68.99 71.03 69.31 68.44 66.05 66.38 63.72 68.35

GraphCut-based [39] 31.83 58.34 27.04 37.74 46.94 37.82 66.49 36.31 42.81

OF-based [36] 17.94 47.01 7.05 20.36 23.04 24.48 46.44 27.70 26.75

TFSTP (ours) 73.94 74.18 72.91 73.15 73.69 73.44 73.60 73.52 73.55

TFMSTP (ours) 74.39 74.84 74.29 77.23 73.31 74.56 77.16 74.01 74.97

BIQI ↓
(the lower,

the better)

TFP [38] 61.61 53.76 75.93 85.61 62.19 66.17 58.23 55.11 64.83

TFI [38] 71.33 61.27 81.64 39.33 83.97 78.85 64.48 66.13 68.38

GraphCut-based [39] 37.26 28.40 52.40 23.89 45.51 36.62 34.30 29.46 35.98

OF-based [36] 38.14 32.95 69.06 36.29 52.13 51.08 38.49 31.54 43.71

TFSTP (ours) 53.01 41.30 54.80 17.68 28.28 28.75 26.52 39.97 36.29

TFMSTP (ours) 45.07 25.82 46.71 17.83 32.81 22.30 24.73 29.70 30.62

Table 2. Comparison among different reconstruction methods.

carried by the image, larger 2-D entropy means more in-

formation. Standard deviation evaluates the contrast of the

image, and larger standard deviation means higher contrast.

BIQI considers JPEG quality, JP2K quality, noise, motion

blur and fast fading of the image. Different from the for-

mer two metrics, a lower BIQI score indicates higher image

quality.

As shown in Tab. 2, our methods achieve better results

than other methods in almost all three metrics, which is

consistent with subjective observation in Fig. 8 and Fig. 9.

Note that TFP shows abnormally high standard deviation

on dataset ”Rotation1” and ”Rotation2”, which is caused

by the high noise in the reconstruction image (see the first

row of Fig. 8). By comparing our two methods, we find

that TFSTP performs slightly better in 2-D entropy while

TFMSTP is slightly better in standard deviation and BIQI.

5.4. Computational Complexity

Here we evaluate the computational complexity of our

methods. For comparison, we consider the problem of re-

constructing a K-frame video with a size H ×W . For each

pixel, the TFSTP method only needs to update R, u, ρR, ρu
when a spike generates at that pixel. Therefore, it needs

at most K updates for each pixel. The time complexity

of the TFSTP method is O(HWK). Note that writing a

H ×W ×K video into the memory also takes O(HWK)
time, so our reconstruction method has reached the mini-

mum asymptotic time complexity in theory.

Different to TFSTP, the TFMSTP method needs extra

steps to determine whether a pixel belongs to the motion

area or not with Eq. 12. However, this only takes constant

time for each pixel. It does not affect the asymptotic time

complexity.

In comparison, the GraphCut-based method in [39] takes

at least O(H3W 3) time to implement graph cut for each

frame, thus it takes at least O(H3W 3K) time to recon-

struct a K-frame video. The OF-based method in [36] takes

O(H ·W ·K ·T · iter) time to reconstruct a K-frame video.

Therefore, our methods achieve a significantly lower time

complexity than other methods.

6. Conclusions

In this paper, we propose a novel bio-inspired image

reconstruction method for spiking cameras. Distinct from

previous works, the spatiotemporal statics of spike streams

is recorded implicitly by the short-term plasticity. By an-

alyzing the dynamic characteristic of STP, we are able to

infer the scene radiance and the pixel value of the recon-

structed images. Besides, we show that STP can also be

used to exact motion area to enhance reconstruction results.

The theoretical analysis and experimental results show that

our methods can reconstruct high-quality images with low

computational complexity. Moreover, as the spiking cam-

eras are one of the time-to-saturate cameras [8], our recon-

struction methods can also be applied to other cameras de-

veloped based on similar principles (e.g. SPAD [16]).

7. Acknowledgement

This work is supported by National Natural Science

Foundation of China (62027804, 62088102, 61825101,

61961130392), and Beijing Academy of Artificial Intelli-

gence (BAAI). We thank Lin Zhu and Jing Zhao for provid-

ing the code and data.

T denotes the size of the time window used in their method, and iter

denotes the number of iteration in computing the optical flow.

86365



References

[1] DK Bradley, PM Bell, OL Landen, JD Kilkenny, and J Oer-

tel. Development and characterization of a pair of 30–40

ps x-ray framing cameras. Review of Scientific Instruments,

66(1):716–718, 1995. 1

[2] Christian Brandli, Raphael Berner, Minhao Yang, Shih-Chii

Liu, and Tobi Delbruck. A 240× 180 130 db 3 µs latency

global shutter spatiotemporal vision sensor. IEEE Journal of

Solid-State Circuits, 49(10):2333–2341, 2014. 2

[3] Christian Brandli, Lorenz Muller, and Tobi Delbruck. Real-

time, high-speed video decompression using a frame-and

event-based davis sensor. In 2014 IEEE International Sym-

posium on Circuits and Systems, 2014. 2

[4] Rui P Costa, P Jesper Sjostrom, and Mark CW Van Rossum.

Probabilistic inference of short-term synaptic plasticity in

neocortical microcircuits. Frontiers in Computational Neu-

roscience, 7:75, 2013. 4

[5] Tobi Delbrück, Bernabe Linares-Barranco, Eugenio Culur-

ciello, and Christoph Posch. Activity-driven, event-based

vision sensors. In Proceedings of 2010 IEEE International

Symposium on Circuits and Systems, 2010. 1

[6] Siwei Dong, Tiejun Huang, and Yonghong Tian. Spike cam-

era and its coding methods. In Data Compression Confer-

ence, 2017. 2

[7] Siwei Dong, Lin Zhu, Daoyuan Xu, Yonghong Tian, and

Tiejun Huang. An efficient coding method for spike cam-

era using inter-spike intervals. In Data Compression Confer-

ence, 2019. 2

[8] Abbas El Gamal. High dynamic range image sensors. In Tu-

torial at International Solid-State Circuits Conference, vol-

ume 290, 2002. 8

[9] Guillermo Gallego, Tobi Delbruck, Garrick Orchard, Chiara

Bartolozzi, Brian Taba, Andrea Censi, Stefan Leuteneg-

ger, Andrew Davison, Jörg Conradt, Kostas Daniilidis,

et al. Event-based vision: A survey. arXiv preprint

arXiv:1904.08405, 2019. 1

[10] Menghan Guo, Jing Huang, and Shoushun Chen. Live

demonstration: A 768× 640 pixels 200meps dynamic vision

sensor. In IEEE International Symposium on Circuits and

Systems, 2017. 2

[11] Jin Han, Chu Zhou, Peiqi Duan, Yehui Tang, Chang Xu,

Chao Xu, Tiejun Huang, and Boxin Shi. Neuromorphic cam-

era guided high dynamic range imaging. In Proceedings of

the IEEE/CVF Conference on Computer Vision and Pattern

Recognition, 2020. 2

[12] Giacomo Indiveri and Rodney Douglas. Neuromorphic vi-

sion sensors. Science, 288(5469):1189–1190, 2000. 1
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