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1. Details about Datasets

We evaluate the proposed method on four widely-
used person re-ID datasets: Market1501[7], DukeMTMC-
reID[5], CUHK03[4] and MSMT[6].

Market1501 contains 32,217 images of 1,501 identities
captured by six cameras, where 12,936 images of 751 iden-
tities are for training, the remaining 19,281 images of 750
identities are for testing. The test set is further divided into
a query set consisting of 3,368 images and a gallery set con-
sisting of 15,913 images.

DukeMTMC-reID is collected in campus with eight
cameras, which contains 36,411 images of 1,404 identities
in total. Each identity is captured by at least two cameras.
The train set contains 16,522 images of 702 identities. The
rest data are for testing where the query set contains 2,228
images and the gallery set contains 17,661 images.

CUHK03 contains 28,193 images of 1,467 identities
captured by two cameras. 26,263 images of 1,367 identi-
ties are used for training. The query set and gallery set have
200 and 1,730 images of the remaining 100 identities, re-
spectively.

MSMT consists of 126,441 images of 4,101 identities
captured by 15 cameras. The train set contains 32,621 im-
ages of 1,041 identities. The remaining images of 3,060
identities are assigned to query set (11,659 images) and
gallery set (82,161 images).

2. Details of MDIF inference procedure

Fig. 1 shows the graph structure of MDIF module in
inference mode. Features are calculated according to this
structure, and we fetch the Ĥ as the fused features. With
respect to the graph information, (1) as explained in Sec-
tion 3.3.1 in our paper, we use the recorded moving aver-
age values of domain-agent-nodes in inference. Therefore,
domain-agent-nodes will not be affected by target samples,
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Figure 1. The illustration of GCN-based MDIF module in infer-
ence mode. For simplicity, we present two source domains (red
and green) and one target domain (blue) here.

and edges among domain-agent-nodes are also fixed. (2)
While please note that the whole graph structure is not nec-
essary to be fixed. As for Q, i.e. the batch size in inference,
it can be set to any number within the limitation of hard de-
vices. The adjacency matrix A(l) depicts connection rela-
tionships among graph nodes, it can be automatically tuned
according to Q. In addition, the feature of a certain image
will not be affected by other images since there is no con-
nection between two instance nodes.

Table 1. Ablation studies on RDSBN module under another
source-target setting.

Methods Market+CUHK→Duke
mAP R-1 R-5 R-10

ResNet50-BN (baseline) 58.3 72.8 84.4 88.2
ResNet50-BIN 59.2 73.1 84.1 88.0
ResNet50-IBN 61.9 75.9 87.6 90.6
ResNet50-SN 56.7 73.5 84.0 87.7
ResNet50-DSBN 60.4 76.2 86.1 90.1
ResNet50-RDSBN 63.5 77.3 88.3 91.6



3. More Ablation Study Experiments
To comprehensively validate the effectiveness and ro-

bustness of the proposed method, more ablation study ex-
periments under another source-target setting are conducted
and shown in this section. In accordance with previous ex-
periments, two source datasets and one target dataset are
employed for ablation study.

3.1. Effectiveness of RDSBN

As can be seen from Table 1, the observations are consis-
tent with previous results, i.e. the proposed RDSBN mod-
ule is obviously superior to other normalization methods.
Specifically, our method outperforms DSBN [1], a recent
and powerful domain adaptation work, by 3.1% mAP and
1.1% rank-1 accuracy. This again verifies the effectiveness
of our RDSBN module.

Practically, the feature distance is usually used to mea-
sure whether two samples belong to the same identity or
not. Thus we further validate the effect of RDSBN module
by analyzing inter-class and intra-class feature distances.
The ability of pushing inter-class samples away and pulling
intra-class samples close is a widely-used criterion in rep-
resentation learning [8, 3]. To prove the ‘pushing away’
ability, we use the mean feature of samples to represent the
corresponding identity, and calculate inter-class distance by
averaging the pair-wise distances of all persons. The calcu-
lation can be formulated as follows.

D =
1

M

∑
i,j∈Y

d(i, j), (1)

where D denotes the inter-class distance, d(i, j) represents
the Euclidean feature distance between identity i and j, Y
is the label set and M is the number of pair-wise identity
distances. A larger inter-class distance indicates that the
‘pushing away’ ability is stronger and identities are easier
to distinguish. To prove the ‘pulling close’ ability, we first
calculate the feature variance of each identity, then measure
the intra-class variance by averaging these variances. This
process can be formulated by

σ2
i =

K∑
k=1

(Xi,k − µi)
T
(Xi,k − µi), (2)

σ2 =
1

N

N∑
i=1

σ2
i , (3)

where Xi,k, σ2
i , µi and K denote the k-th feature, feature

variance, mean feature and sample number of identity i, σ2

denotes the intra-class variance, N is the number of iden-
tities here. A smaller intra-class variance indicates that the
‘pulling close’ ability is stronger and intra-class samples are
more compact in feature space.

The corresponding experimental results are shown in Ta-
ble 2, in which the Combined Dataset denotes the combina-
tion of Market, Duke and CUHK03. Compared to DSBN,
the proposed RDSBN module achieves larger inter-class
distance and smaller intra-class variance in all datasets.
This result demonstrates that our RDSBN module can ex-
tract better features for re-ID task. Note that MDIF module
is not used in this experiment.

3.2. Effectiveness of MDIF.

Performances of the proposed MDIF module under dif-
ferent model settings are reported in Table 4. We can ob-
serve that placing MDIF module on different base models
always boosts performance significantly. Applying MDIF
module to baseline achieves 4.4% mAP and 4.1% rank-1
accuracy improvement. Even building upon our RDSBN
module, MDIF also brings 1.5% mAP and 1.8% rank-1 ac-
curacy improvement.

The effect of domain-agent-node is also validated in
Market+CUHK→Duke task. As shown in Table 5, the
proposed domain-agent-node, especially ‘Weighted Mean
Agent Node’, outperforms other variants stably. In addi-
tion, the inferior result of ‘intra-connections in A(1)’ veri-
fies again that it is reasonable to omit intra-connections in
the first GCN layer of MDIF module.

3.3. Effectiveness of the Proposed Method on Dif-
ferent Base Frameworks

To further confirm the effectiveness and robustness of
the proposed method, we apply it to the ordinary base-
line framework and the state-of-the-art MMT [2] frame-
work, respectively. Results are shown in Table 3. We
can see that our method achieves 9.3% mAP and 5.4%
rank-1 accuracy improvement on baseline, and 9.9% mAP
and 4.6% rank-1 accuracy improvement on MMT. The pro-
posed method also outperforms their variants equipped with
DSBN . These stable improvements demonstrate the supe-
riority of our method.
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