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A. Necessity for rasterization
This is common practice in the FG-SBIR literature. Rasterized sketch-images tend to have better spatial encoding than

coordinate-based alternatives [4, 1]. This is also verified in our work – removing rasterization and using sketch-coordinate
retrieval reduces acc@1 to only 7.6% on Shoe-V2.

B. Motivation behind using discriminator for certainty score:
We are mostly inspired by recent image generation works [8, 3] that use the discriminator scores to iteratively improve

generation quality. We also did an ablative study to investigate further (see L768-785 and Fig. 4(a)). We found that synthetic
sketch-photo pairs having higher discriminator score, tend to have much better quality, and vice-versa. We will add some
qualitative examples to further illustrate this correlation in supplementary materials. Defining a hard threshold (optimised)
to eliminate bad generated sketches is an option – new experiments show acc@1 lags by around 2% compared to ours on
Shoe-V2.

C. More details on experimental setup and analysis:
(i) Our self-designed baselines use the same backbone network, while joint-training is employed for Ours-F-Pix2Pix,

Ours-F-L2S and Ours-F-Full.
(ii) SOTA data-augmentation strategies are already adopted by existing FG-SBIR works [4, 6]. However, they fail to

capture the significant style variations that exist in real human sketches. In fact we already compare with [9] which employed
such sketch specific augmentation strategies, and it is found to be much inferior to our semi-supervised framework (see Table.
2).

(iii) Optimising the final layer (using Eq. 9 in our case) is a very common practice during fine-tuning with RL, and is
heavily adopted by the image-captioning literature [2], and very recently by on-the-fly FG-SBIR [1].

(iv) Edge-map hardly resembles the highly abstracted and subjective nature of amateur human sketches. For example,
sketches do not follow the perfect edge boundary unlike edge-maps, thus model trained on pseudo-sketches via edge2sketch
[5] falls short to generalise to real human sketches.

(v) Acc@1 without using RL scheme for Ours-F-Pix2Pix is 34.14%.
(vi) In future, our photo-to-sketch generation model could further be evaluated on Sketchy [7], however, it seems to be

comparatively difficult than that of QMUL-ShoeV2 due to more noisy background.
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