We first provide the implementation details of GLEAN in Sec. 1. We then provide additional qualitative results on various categories and scale factors in Sec. 2.1. Finally, we demonstrate the application of GLEAN to the task of image retouching in Sec. 2.2.

1. Training Details of GLEAN

We adopt pre-trained StyleGAN\textsuperscript{1} [4] or StyleGAN\textsuperscript{2} [5] as our generative latent bank. In this section, we assume the latent bank is pre-trained and present the training details of GLEAN (i.e. the encoder-bank-decoder network). Note that the weights of the latent bank are fixed when training GLEAN to better employ the generative prior and to avoid biasing to the training distribution.

We train GLEAN on five categories including human faces, cats, cars, towers, and bedrooms. The training and test datasets used in our experiments are summarized in Table 1. Since StyleGAN produces images with fixed size, we resize the images in the datasets for our experiments.

Table 1: Datasets used in our experiments.

<table>
<thead>
<tr>
<th>Category</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
</table>

Following previous works [11, 12], the objective function for GLEAN consists of three terms. MSE loss is used to guide the fidelity of the output images:

\[
L_{\text{mse}} = \frac{1}{N} \| \hat{y} - y \|^2_2, \tag{1}
\]

where \( N \), \( \hat{y} \), and \( y \) denote the number of pixels, the output image, and the ground-truth image, respectively. We further incorporate perceptual loss [2] and adversarial loss [1] to improve the perceptual quality:

\[
L_{\text{percep}} = \frac{1}{N} \| f(\hat{y}) - f(y) \|^2_2, \tag{2}
\]
\[
L_{\text{gen}} = \log (1 - D(\hat{y})) , \tag{3}
\]

where \( f(\cdot) \) denotes the feature embedding space of the VGG16 [10] network, and \( D \) corresponds to the StyleGAN discriminator. The resulting objective function is a weighted mean of the three losses:

\[
L_g = L_{\text{mse}} + \alpha_{\text{percep}} \cdot L_{\text{percep}} + \alpha_{\text{gen}} \cdot L_{\text{gen}}. \tag{4}
\]

In all our experiments, we set \( \alpha_{\text{percep}} = \alpha_{\text{gen}} = 10^{-2} \). For the discriminator, we maximize

\[
L_d = \log (1 - D(\hat{y})) + \log D(y). \tag{5}
\]

We adopt Cosine Annealing Scheme [8] and Adam optimizer [6] in training. The number of iterations is 300K and the initial learning rate is \( 10^{-4} \). The batch size is 8 for human faces and 16 for other categories. We train our models using two Nvidia V100 GPUs.

2. Qualitative Results

2.1. Super-Resolution

Randomly-Selected Examples. In Fig. 1, we show the results of randomly-selected examples from CelebA-HQ [3]. By optimizing only the latent codes, PULSE [9] produces outputs with low-fidelity. In contrast, guided by the encoder features and our generative latent bank, GLEAN achieves remarkable quality and fidelity, demonstrating the effectiveness of our designs.

Scale Factors and Categories. GLEAN is extensible to various scale factors (from \( 8 \times 8 \) to \( 64 \times 64 \)) and categories (e.g. faces, cats, cars, bedrooms, towers). From Fig. 2 to Fig. 7, we see that GLEAN outperforms DGP and ESRGAN\textsuperscript{+} in both fidelity and quality. It is noteworthy that the performance of DGP and ESRGAN\textsuperscript{+} are less promising on categories other than human faces.
2.2. Image Retouching

In interactive image retouching, users can manually edit the images based on their preference. For instance, users can change the facial expression of an object and perform geometric transformations for enlarging eyes. However, a perfect output requires tedious and precise retouching. As a result, artifacts are common in the outputs from amateur retouching.

GLEAN allows the possibility of performing realistic refinement of imperfect retouching. More specifically, given a retouched image, we can first downsample the image to a smaller resolution, where the artifacts vanished. We can then upsample it back to the original resolution. With GLEAN as a powerful super-resolver, we can obtain an output with unnatural artifacts suppressed.

As shown in Fig. 8, GLEAN is able to correct the unnatural artifacts introduced by amateur retouching while being similar to the retouched images, realistic, and coherent with the unaltered regions. In addition, since GLEAN requires only a single forward pass, it can be used in interactive image editing software to allow a more flexible retouching.
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Figure 1: **Comparison to PULSE on randomly-selected examples from CelebA-HQ [3].** By optimizing only the latent vectors, the outputs of PULSE [9] differ significantly from the ground-truths. With our novel designs, GLEAN produces outputs highly similar to the ground-truths.
Figure 2: Comparison with DGP and ESRGAN\textsuperscript{+}. The outputs of DGP show noticeable identity differences to the ground-truths. ESRGAN\textsuperscript{+} shows unpleasant artifacts for the fine details. (Zoom-in for best view)
Figure 3: Performance of GLEAN on 16×, 32×, and 64× SR. GLEAN is able to synthesize images well resembling the ground-truths for up to 64× upsampling.
Figure 4: (Top) Comparison with DGP and ESRGAN$^+$ on Cats. DGP produces outputs with low fidelity; ESRGAN$^+$ fails to synthesize realistic textures. (Bottom) Performance of GLEAN on $8 \times$ SR. GLEAN produces realistic outputs that are highly similar to the ground-truths. (Zoom-in for best view)
Figure 5: (Top) Comparison with DGP and ESRGAN+ on Cars. DGP produces outputs with low fidelity; ESRGAN+ fails to synthesize realistic textures. (Bottom) Performance of GLEAN on 8× SR. GLEAN produces realistic outputs that are highly similar to the ground-truths. (Zoom-in for best view)
Figure 6: (Top) Comparison with DGP and ESRGAN+ on Bedrooms. DGP produces outputs with low fidelity; ESRGAN+ fails to synthesize realistic textures. (Bottom) Performance of GLEAN on 8× SR. GLEAN produces realistic outputs that are highly similar to the ground-truths. (Zoom-in for best view)
Figure 7: (Top) Comparison with DGP and ESRGAN$^+$ on Towers. DGP produces outputs with low fidelity; ESRGAN$^+$ fails to synthesize realistic textures. (Bottom) Performance of GLEAN on $8 \times$ SR. GLEAN produces realistic outputs that are highly similar to the ground-truths. (Zoom-in for best view)
Figure 8: Results on image retouching. GLEAN can be used to correct unpleasant artifacts introduced by amateur retouching. (Zoom-in for best view)