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Supplementary materials include research reproducibility
details, additional results and more experiments to support
our thesis statement.

1. Standard Deviation of Experiments
Standard deviation of spectral distributions were not in-

cluded in the paper to allow better readability of graphs.
In this section, we include the standard deviation of ex-
periments for Baseline, Z.1.5, N.1.5 and B.1.5 experi-
ments. The spectral distributions with standard deviations
for CelebA [29], LSUN [43] and StarGAN [7] experiments
are shown in Figures A, B and L respectively. We also show
the Standard deviations of Spectral regularization experi-
ments in Figure C. In all cases, we observe that the standard
deviations are within acceptable range.

2. Spectral Regularization
Results of SR experiments are shown in Figure D. More

specifically, SR performs generator loss scaling as there
are no gradients with respect to the power spectrum differ-
ence between real and synthetic images. We were intrigued
by the question on how generator loss scaling can achieve
spectral consistency as claimed by [10] and noticed that the
source code uses N.3.5 setup together with SR1. Analysing
SR is out of scope for this work, but we have showed that
N.3.5 setup (Main paper) is sufficient to achieve spectral
consistency in identical setups.

3. Higher Resolution Experiments
In order to further investigate our thesis statement that

high frequency decay discrepancies are not inherent char-
acteristics for CNN-generated images, we extend our anal-
ysis to larger resolutions. We use image reconstruction as
a representative task to investigate these effects at higher
resolutions (We use 512x512).

1https://github.com/cc-hpc-itwm/UpConv

We select a subset of CelebA-HQ [21] dataset to train
a standard autoencoder for image reconstruction. Similar
to experiments in the paper, we perform experiments corre-
sponding to Baseline, Z.1.5, N.1.5 and B.1.5 setups. We ob-
serve that Baseline and Z.1.5 setups produce high frequency
Fourier discrepancies for reconstructed images, and N.1.5
and B.1.5 setups produce spectral consistent reconstructed
images. The spectral distributions are shown in Figure E.
This further confirms that high frequency Fourier discrep-
ancies are not intrinsic for CNN-generated images.

4. Samples

We show more samples and spectral distributions for im-
portant CelebA [29] experiments in this section.

GAN Samples: We show extensive samples corresponding
to Baseline, Z.1.5, N.1.5 and B.1.5 setups for DCGAN [34],
LSGAN [31], WGAN-GP [17] in Figures F, G, H respec-
tively.

Image-to-Image Translation: For StarGAN [7] experi-
ments, we show an example of a reference image with cor-
responding translated images for Baseline, Z.1.5, N.1.5 and
B.1.5 setups in Figures I. We also show the corresponding
spectral distributions in Figure J.

Image Reconstruction: We show image reconstruction
results for a few CelebA-HQ [21] examples in Figure K

5. FID scores

FID scores for all CelebaA [29] experiments are shown
in table A. We used 50k real images and 50k GAN images to
calculate each FID score. We observe that the FID scores of
nearest and bilinear interpolation methods are comparable
or better than the Baseline FID for all GAN setups.
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Figure A. This figure shows spectral plots from Figure 3 in the paper, with standard deviations indicated.

Real Baseline N.1.5 Z.1.5 B.1.5

0.75 0.80 0.85 0.90 0.95 1.00
Spatial Frequency

0.00

0.05

0.10

0.15

0.20

0.25

Po
w

er
 S

pe
ct

ru
m

0.75 0.80 0.85 0.90 0.95 1.00
Spatial Frequency

0.00

0.05

0.10

0.15

0.20

0.25

Po
w

er
 S

pe
ct

ru
m

0.75 0.80 0.85 0.90 0.95 1.00
Spatial Frequency

0.00

0.05

0.10

0.15

0.20

0.25

Po
w

er
 S

pe
ct

ru
m

Figure B. This figure shows spectral plots from Figure 8 in the paper, with standard deviations indicated.

Setup Code DCGAN LSGAN WGAN-GP

Baseline 88.6 73.26 60.6
N.1.5 87.52 70.69 48.69
Z.1.5 69.14 60.29 47.73
B.1.5 84.65 78.66 52.18
N.1.7 90.8 73.09 60.11
Z.1.7 71.45 59.55 43.1
B.1.7 79.92 76.33 55.28
N.1.3 93.54 74.06 58.35
Z.1.3 65.46 61.45 56.91
B.1.3 76.04 81.97 58.55
N.3.5 73.63 78.31 55.47
Z.3.5 68.41 66.27 57.59
B.3.5 80.89 72.29 54.84
SR 99.2 86.16 60.81

Table A. FID scores of GAN images trained on CelebA [29]
dataset. We include the FID scores of Spectral Regularized GANs
(indicated as SR) for comparison.

6. Fourier Synthetic Image Detector

We include more information and results for the syn-
thetic image detector proposed by Dzanic et al. [12]. All
detection rates are averaged over 10 independent runs.

6.1. Classifier Implementation Details

The exact procedure used by Dzanic et al. [12] to imple-
ment the classifier is shown below. For easier understand-
ing, let us assume that we want to train a classifier to detect
between real and StyleGAN images

1. Collect a repository of 1000 StyleGAN images and
1000 real images.

2. Obtain the un-normalized reduced spectrum for every
real and StyleGAN image for the last 25% spatial fre-
quencies (0.75 - 1.0).

3. Fit the reduced spectrum using power law function for
every real and GAN image.

4. Extract 3 features b1, b2, b3 from the fitted spectrum
where b1: start value of the fitted spectrum, b2: decay
value of the fitted spectrum, b3: end value of the fit-
ted spectrum. Though the authors mention only b1, b2
in their paper, their official implementation contained
b3 as well. This difference is acceptable since b3 is
linearly dependent on b1, b2 under the assumption that
the power law is a good fit.

5. Train/ apply a binary KNN classifier (with k=5) using
the 3 features extracted per image to predict if the GAN
images are real or fake. The authors use 100 real and
GAN images each to train the classifier and use the
remaining 900 samples to test.
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WGAN-GP

Figure C. This figure shows spectral plots from Figure 9 in the paper, with standard deviations indicated. “SR” refers to Spectral Regular-
ization
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WGAN-GP

Figure D. We show the entire spectrum similar to [10]. “SR” refers to Spectral Regularization. We observe that nearest and bilinear
interpolation methods produce similar spectral distributions comparing to those models trained with SR. Refer to table 1 in main paper for
experiment details.
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Figure E. Spectral plots for Image reconstruction at 512x512 for
CelebA-HQ. The plots are averaged over 1000 samples. We show
the entire spectrum similar to [10]. Similar to our other results, we
observe that nearest and bilinear interpolation methods for the last
upsampling step allows to obtain spectral consistent image recon-
structions. We also show the standard deviation of experiments in
the plot in addition to the mean.

6.2. Additional Results

Additional detection results when using 50% data to
train (authors used 10% and these results are shown in the
main paper) for CelebA [29], LSUN [43] and StarGAN [7]

Setup DCGAN LSGAN WGAN-GP
N.1.5 0.1 ± 0% 0.28 ± 0.04% 0.2 ± 0%
Z.1.5 82.18± 0.26% 86.05± 0.43% 99.7± 0%
B.1.5 0 ± 0% 0.1 ± 0% 0.29 ± 0.03%
N.1.3 0 ± 0% 0 ± 0% 0.3 ± 0%
N.1.7 0 ± 0% 0 ± 0% 0.08 ± 0.04%
Z.1.3 98.43± 0.13% 71.77± 0.48% 97.79± 0.03%
Z.1.7 96.55± 0.07% 94.59± 0.09% 99.9± 0%
B.1.3 0 ± 0% 0.12 ± 0.04% 0.1 ± 0%
B.1.7 0 ± 0% 0.1 ± 0% 0.15 ± 0.08%
N.3.5 0.2 ± 0% 0 ± 0% 0 ± 0%
Z.3.5 74.07± 0.68% 62.17± 1.05% 99.97± 0.05%
B.3.5 0 ± 0% 0.49 ± 0.03% 0.12 ± 0.04%

Table B. Detection results for the detectors proposed by Dzanic et
al. [12], using CelebA dataset (50% data for training). We follow
exactly the procedure in [12] to train the detector for each GAN
model. The table shows the successful detection rates, and we
highlight the cases when the detection rates are inferior (less than
10%). The results are consistent with observations in the spectral
plots.

experiments are shown in table B, C, D respectively. We
also conduct experiments using the reconstructed images
and the detection results are shown in E.
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Figure F. DCGAN [34] samples for CelebA [29]. Refer to Table 1 in paper for experiment codes.
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Figure G. LSGAN [31] samples for CelebA [29]. Refer to Table 1 in paper for experiment codes.
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Figure H. WGAN-GP [17] samples for CelebA [29]. Refer to Table 1 in paper for experiment codes.
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Figure I. Image Translation results using StarGAN. Original Image (leftmost), Baseline (column 2), Z.1.5 (column 3), N.1.5 (column 4),
B.1.5 (rightmost) for attribute Blonde hair is shown. Corresponding high frequency spectral distributions are shown in Figure J. Refer to
table 1 in paper for experiment codes.
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Figure J. Spectral distributions for examples shown in I. Real
refers to Original image. We observe that B.1.5 setup produces
spectral consistent images similar to observations recorded in the
paper. Refer to table 1 in paper for experiment codes.

Setup DCGAN LSGAN WGAN-GP
N.1.5 0.3 ± 0% 0.6 ± 0% 0 ± 0%
Z.1.5 98.41± 0.15% 94.84± 0.07% 99.93± 0.05%
B.1.5 0.1 ± 0% 0 ± 0% 0.06 ± 0.05%

Table C. Detection results for the detectors proposed by Dzanic
et al. [12], using LSUN Bedrooms [43] dataset (50% data for
training). The table shows the successful detection rates, and we
highlight the cases when the detection rates are inferior (less than
10%).

Setup N.1.5 Z.1.5 B.1.5

Accuracy 53.7± 0.15% 64.61± 0.37% 0 ± 0%

Table D. Detection results for the forensics classifiers proposed by
Dzanic [12], using CelebA [29] dataset (256x256) for StarGAN
(50% data for training). We observe that B.1.5 samples easily by-
passes the classifier.

7. Stronger Classifiers
7.1. SVM and MLP classifiers

We perform additional experiments using SVM and
MLP classifiers (exact same setup as [12], only change in
classifiers). The results are shown in Table F and Table G.

Setup 10% train data 50% train data

N.1.5 0 ± 0% 0 ± 0%
Z.1.5 94.8± 1.75% 95.44± 0.26%
B.1.5 0 ± 0% 0 ± 0%

Table E. Detection results for the forensics classifiers proposed by
Dzanic [12], using reconstructed images. We observe that N.1.5
and B.1.5 samples can easily bypass the classifier.

Setup DCGAN LSGAN WGAN-GP
N.1.5 0.1 ± 0% 0.31 ± 0.06% 0.23 ± 0.16%
Z.1.5 82.22± 1.98% 87.33± 2.77% 99.45± 0.21%
B.1.5 0 ± 0% 0.11 ± 0.09% 0.25 ± 0.17%
N.1.3 0.01 ± 0.03% 0.07 ± 0.05% 0.35 ± 0.22%
N.1.7 0 ± 0% 0 ± 0% 0.05 ± 0.05%
Z.1.3 98.3± 0.45% 72.13± 2.21% 96.81± 1.63%
Z.1.7 95.81± 0.93% 95.55± 1.23% 99.24± 0.43%
B.1.3 0 ± 0% 0.25 ± 0.12% 0.15 ± 0.15%
B.1.7 0 ± 0% 0.11 ± 0.03% 0.3 ± 0.27%
N.3.5 0.1 ± 0% 0 ± 0% 0 ± 0%
Z.3.5 74.27± 3.32% 65.37± 6.5% 93.82± 0.6%
B.3.5 0.04 ± 0.07% 0.5 ± 0.05% 0.21 ± 0.14%

Table F. Detection rates using SVM (RBF kernel) using same fea-
tures as Dzanic et al. [12].

Our results are consistent: even with SVM/MLP classifiers,
we can bypass them by replacing zero insertion last layer
with nearest (N) or bilinear (B). For all experiments, we use
10% data for training, and the reported results are averaged
over 10 runs. We also observe similar detection rates when
using 50% and 80% data for training.

7.2. Using entire spectrum as features

We followed similar setup as Durall et al. [10] to train a
SVM classifier using entire spectrum as features (88 dimen-
sional features for 128x128 images). The finding is con-
sistent: we observe that the features are still non-separable
when using nearest (N) and bilinear (B) for the last upsam-
pling step. The results are shown in Table H.
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Figure K. Reconstruction Results. Original Image (leftmost), Baseline (column 2), Z.1.5 (column 3), N.1.5 (column 4), B.1.5 (rightmost)
for CelebA-HQ [21] samples are shown. Refer to table 1 in paper for experiment codes.
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Figure L. This figure shows spectral plots from Figure 10 (Star-
GAN) in the paper, with standard deviations indicated

Setup DCGAN LSGAN WGAN-GP
N.1.5 0.1 ± 0% 0.77 ± 0.15% 1.53 ± 0.32%
Z.1.5 81.14± 2.9% 83.88± 2.59% 99.77± 0.09%
B.1.5 0.04 ± 0.1% 0.87 ± 0.46% 3.03 ± 0.82%
N.1.3 0.18 ± 0.04% 0.05 ± 0.13% 1.4 ± 0.2%
N.1.7 0 ± 0% 0.04 ± 0.05% 0.67 ± 0.18%
Z.1.3 97.54± 0.41% 72.65± 2.64% 98.11± 0.44%
Z.1.7 94.53± 0.97% 93.07± 1.6% 99.97± 0.05%
B.1.3 0.03 ± 0.09% 1.6 ± 0.54% 2.79 ± 0.5%
B.1.7 0.01 ± 0.03% 0.42 ± 0.29% 4.63 ± 1.01%
N.3.5 0.17 ± 0.05% 0 ± 0% 0.37 ± 0.27%
Z.3.5 74.88± 2.79% 71.22± 4.46% 99.8± 0%
B.3.5 0.28 ± 0.14% 1.89 ± 0.45% 3.66 ± 1.19%

Table G. Detection rates using MLP (2 hidden layers of size 10
with sigmoid activation) using same features as Dzanic et al. [12].

8. Virtual KITTI
GANs belong to a larger family of computational im-

age synthesis algorithms. In this section, we investigate the
high frequency decay attributes of data created entirely us-
ing Unity Game Engine. We compare the spectral behaviour
between the Official KITTI tracking benchmark [15] (Real
images) and the Virtual KITTI [14] (Synthesized images).
Virtual KITTI [14] recreates real-world videos from the
KITTI tracking benchmark [15] inside Unity2 game engine.

2https://unity.com/

Setup DCGAN LSGAN WGAN-GP
N.1.5 0.12 ± 0.04% 1.01 ± 0.29% 0.08 ± 0.06%
Z.1.5 95.91± 2.43% 98.29± 0.85% 96.62± 1.61%
B.1.5 0.09 ± 0.03% 0.24 ± 0.11% 0 ± 0%
N.1.3 0.26 ± 0.07% 0.9 ± 0.2% 0.08 ± 0.04%
N.1.7 0 ± 0% 0.09 ± 0.12% 0.12 ± 0.04%
Z.1.3 97.72± 1.86% 88.44± 2.55% 91.7± 3.25%
Z.1.7 98.43± 1.43% 99.29± 0.5% 97.09± 2.8%
B.1.3 0 ± 0% 1.11 ± 0.3% 0 ± 0%
B.1.7 0.01 ± 0.03% 0.16 ± 0.1% 0.17 ± 0.05%
N.3.5 0 ± 0% 10.85± 7.05% 0 ± 0%
Z.3.5 97.32± 1.24% 97.79± 1.4% 98.69± 1.77%
B.3.5 0.23 ± 0.05% 1.09 ± 0.17% 0.02 ± 0.04%

Table H. Detection rates using classifier proposed by Durall et al.
[10]. Following [10], we use entire 1D spectrum as features.

We show some samples in Figure M. We show the entire
power spectrum in Figure N and we observe that the im-
ages synthesized from the game engine do not have high
frequency spectral discrepancies.

9. CRN/ IMLE

We also observe that high frequency decay discrepancies
are not seen in some out-of-the-box GAN models. Specifi-
cally, we observe that CRN [6] and IMLE [28] GANs do not
have such discrepancies. We show the entire power spec-
trum for CRN [6] and IMLE [28] GANs in Figure O and P
respectively. Do note that both these models are pre-trained
on GTA game data (Another instance of data synthesized
from game engines). This further helps to confirm that such
discrepancies are not intrinsic.

10. Dataset Details

For CelebA [29] experiments, we use the officially re-
leased train subset consisting of 162, 770 images. For
LSUN [43] experiments, we select a random subset of 200,
000 images for training. For StarGAN experiments, we fol-
low the official implementation. For autoencoder exper-
iments, we select a random subset of 1000 images from
CelebA-HQ [21].

8
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Figure M. Samples of real images from KITTI tracking benchmark [15] dataset and the recreated images using Unity game engine obtained
from Virtual KITTI [14] dataset (Right)

.

0.0 0.2 0.4 0.6 0.8 1.0
Spatial Frequency

0.0

0.2

0.4

0.6

0.8

1.0

Po
w

er
 S

pe
ct

ru
m

Kitti
Virtual Kitti

Figure N. This figure shows the spectral plots for all the frequen-
cies for KITTI [15] and Virtual KITTI [14] datasets. All the im-
ages were center cropped to 370x370. We observe that the Virtual
KITTI images do not have high frequency discrepancies.
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Figure O. This figure shows the spectral plots for all the frequen-
cies for GTA (Real) images and CRN [6] synthesized images. All
the images were center cropped to 256x256. We observe that the
CRN generated images do not have high frequency discrepancies.
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Figure P. This figure shows the spectral plots for all the frequen-
cies for GTA (Real) images and IMLE [28] synthesized images.
All the images were center cropped to 256x256. We observe that
the IMLE synthesized images do not have high frequency discrep-
ancies.

11. Implementation Details

For GAN experiments, we use Adam optimizer with
β1 = 0.5, β2 = 0.999 and batch size 64. For all CelebA
[29] experiments, we used an initial learning rate = 2 ×
10−4. The learning rate was reduced based on FID scores
for all experiments. For DCGAN, LSGAN and WGAN-GP
experiments, we use the GitHub code used by the Spectral
Regularization paper[10] 3. For StarGAN [7], we use the of-
ficial implementation 4 with default hyper-parameters. For
Spectral Regularization [10] experiments, we use the offi-
cially released code 5.

For all autoencoder experiments, we use Adam optimizer
with β1 = 0.9 and β2 = 0.999, batch size 128, initial learn-
ing rate 2.5 × 10−3 and learning rate decay scheme that
scales the learning rate by 0.9 when reconstruction error
plateaus.

For Fourier synthetic detector [12] experiments, we use
the officially released matlab code 6 for feature extraction
and use our own script to perform KNN classification. For
FID calculation, we used the open-source Pytorch FID im-
plementation 7.

More details on hyper-parameters and research re-
producibility can be found in: https://keshik6.
github . io / Fourier - Discrepancies - CNN -
Detection/

3https://github.com/LynnHo/DCGAN- LSGAN- WGAN-
GP-DRAGAN-Pytorch

4https://github.com/yunjey/stargan
5https://github.com/cc-hpc-itwm/UpConv
6https : / / github . com / tarikdzanic /

FourierSpectrumDiscrepancies
7https://github.com/mseitzer/pytorch-fid
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