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Figure 1. Visualization of 2D/1D registration results.

ISM Multi-scale Self-regression PA-MPJPE ↓ PA-MPJPE ↓
8.82 9.06

X 8.73 8.89
X X 8.47 8.56
X X X 8.46 8.54

Table 1. Effects of our designs for the spiral decoder.

Visualization of 2D/1D registration. As shown in Fig-
ure 1, the 2D registration is instructive for finger alignment
while the 1D process is beneficial to holistic shape align-
ment. Thus, joint landmarks and silhouette have different
effects on the task of root recovery, and both of them can
be effectively leveraged by our adaptive 2D-1D registration
scheme.

Effects of our designs for spiral decoder. We improve
the spiral decoder with ISM, multi-scale mechanism, and
self-regression. As shown in Table 1, all of these three
design choices are beneficial to 2D-to-3D decoding, where
ISM and multi-scale mechanism has relatively more signif-
icant impact.

Full result comparison on FreiHAND dataset. As
shown in Table 2 and 3. For root-relative and camera-space
tasks, CMR achieves state-of-the-art performance on all the
merits. Figure 2 plots PCK curves of 3D joints, which can
serve as a complement of Figure 9 of our main text.

Full-feature representation after 2D cues. Figure 4
serves as a complement of Figure 8 in the main text. Hs and
sum(Hp) induce holistic shape and pose. In contrast, Hp
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Root-relative pose (FreiHAND)

Bouk et al.  (CVPR2019): AUC=0.351
ObMan (CVPR2019): AUC=0.737
ManoCNN (ICCV2019): AUC=0.783
YoutubeHand (CVPR2020): AUC=0.834
Pose2Mesh (ECCV2020): AUC=0.852
I2L_MeshNet (ECCV2020): AUC=0.854
CMR-PG (ours): AUC=0.863
CMR-SG (ours): AUC=0.86
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Camera-space pose (FreiHAND)

Obman (CVPR2019): AUC=0.167
ManoCNN (ICCV2019): AUC=0.185
I2L_MeshNet (ECCV2020): AUC=0.233
CMR-SC+RootNet: AUC=0.211
CMR-PG (ours): AUC=0.304
CMR-SG (ours): AUC=0.307

Figure 2. Pose PCK vs. error thresholds. Our CMR outperforms
existing methods by a large margin.

invites simultaneously activated joint representation that
essentially implies semantic relation. However, this relation
representation is not comprehensive. We design group(Hp)
for explicitly exploring known high-level semantics so that
more comprehensive joint relations can be captured.

More qualitative results. Figure 5 and 6 illustrate com-
prehensive qualitative results of our predicted silhouette,
2D pose, projection of mesh, side-view mesh, camera-space
mesh and pose in meter. Different from most methods, 3D
roots required by image-mesh alignment are provided by
CMR itself rather than ground truth.

Referring to Figure 5, FreiHAND’s challenges include



Method Backbone PA-MPJPE ↓ J-AUC ↑ PA-MPVPE ↓ V-AUC ↑ F@5 mm ↑ F@15 mm ↑
Boukhayma et al. (CVPR2019) [1] ResNet50 35.0 0.351 13.2 0.738 0.427 0.895

ObMan (CVPR2019) [4] ResNet18 13.3 0.737 13.3 0.736 0.429 0.907
MANO CNN (ICCV2019) [7] ResNet50 11.0 0.783 10.9 0.783 0.516 0.934
YotubeHand (CVPR2020) [5] ResNet50 8.4 0.834 8.6 0.830 0.614 0.966
Pose2Mesh (ECCV2020) [2] − 7.7 0.852 7.8 0.850 0.674 0.969

I2L-MeshNet (ECCV2020) [6] ResNet50 7.4 0.854 7.6 0.850 0.681 0.973
CMR-SG ResNet18 7.5 0.851 7.6 0.850 0.685 0.971
CMR-PG ResNet18 7.4 0.853 7.5 0.851 0.687 0.973
CMR-SG ResNet50 7.0 0.860 7.1 0.858 0.706 0.976
CMR-PG ResNet50 6.9 0.863 7.0 0.861 0.715 0.977

Table 2. Results of root-relative mesh recovery on FreiHAND. “J-AUC, V-AUC” denote AUC of 3D joint and mesh vertex, respectively.
“F@5 mm, F@15 mm” is the harmonic mean between recall and precision between two meshes w.r.t. a specific distance threshold.

Method Backbone CS-MPJPE ↓ J-AUC ↑ CS-MPVPE ↓ V-AUC ↑ F@5 mm ↑ F@15 mm ↑
ObMan (CVPR2019) [4] ResNet18 85.2 0.168 85.4 0.167 0.087 0.305

ManoCNN (ICCV2019) [7] ResNet50 71.3 0.185 71.5 0.184 0.102 0.345
I2L-MeshNet (ECCV2020) [6] ResNet50 60.3 0.233 60.4 0.232 0.132 0.394

CMR-PG ResNet18 50.6 0.290 50.6 0.289 0.155 0.474
CMR-SG ResNet18 49.7 0.295 49.8 0.294 0.159 0.481
CMR-PG ResNet50 48.9 0.304 49.0 0.303 0.163 0.488
CMR-SG ResNet50 48.8 0.307 48.9 0.306 0.166 0.492
Table 3. Results of camera-space mesh recovery on FreiHAND. Please refer to Table 2 for metrics explanation.
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Figure 3. Failure cases of CMR-SG.

hard poses, object interactions, and truncation. Overcoming
these difficulties, CMR can generate accurate silhouette, 2D
pose, and camera-space 3D information.

Referring to Figure 6, samples of RHD, STB, and real-
world dataset released by [3] are illustrated. We directly
use the FreiHAND model for these datasets, and equally
accurate predictions are obtained. Thus, CMR demonstrates
superior capability of cross-domain generalization. Figure 6
also shows examples on Human3.6M and COCO. It can be
seen that our CMR achieves reasonable results in the task
of human body recovery.

Failure case analysis. Figure 3 shows three typical fail-
ure cases of CMR-SG. When only a small portion of the
hand is visible in the input (Figure 3(a)), CMR-SG predicts
wrong silhouette and 2D pose. Consequently, the camera-
space information is not accurate. For cases of occlusion
(e.g., Figure 3(b), in which the forefinger is completely
occluded by the middle finger), although 2D pose and

silhouette prediction results are still reasonable, it is difficult
to obtain accurate 3D mesh since self-occlusion is challeng-
ing for the mesh recovery stage. Referring to Figure 3(c),
strong contrast and extreme illumination change in the RGB
input leads to large but consistent errors in silhouette, 2D
pose, and 3D mesh prediction results.
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Figure 4. Comparison of full feature representation after various 2D cues. group(Hp) induces more semantic relation of joints. Input image
is the first line of Figure 1 in the main paper.
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Figure 5. Qualitative results on FreiHAND dataset. We can handle challenging cases of object occlusion, hard poses, and truncation.
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Figure 6. Qualitative results on other datasets. The hand model is trained with FreiHAND only.


