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1. More Implementation Details

Training details. The crop size for PASCAL VOC 2012
and Cityscapes are 512 x 512 and 800 x 800, respectively.
For the multi-scale data augmentation, we randomly select
scale from {0.5, 0.75, 1, 1.25, 1.5, 1.75}. For Cityscapes
dataset, we use OHEM loss as the supervision loss (L),
and cross entropy loss as the cross pseudo supervision loss
(chs)-

Training strategy. We use the similar training strategy as
GCT [!] for semi-supervised segmentation. In the super-
vised baseline for all the partition protocols, we use the
batch size 8. We ensure that the iteration number is the
same as semi-supervised methods'. For semi-supervised
methods, at each iteration, we sample additional 8 unlabeled
samples. Our method and all the other semi-supervised
methods in Table 1 and Table 2 of the main paper follow
the same training strategy.

2. Network Perturbation

Our cross pseudo supervision approach (CPS) includes
two perturbed segmentation networks, f(01) and f(02),
which are of the same architecture and initialized differ-
ently. In the main paper, we pointed out that the pseudo
segmentation results from the two networks are perturbed.

We empirically show the perturbation using the overlap
ratio between them during training. The overlap ratio on the
labeled set, the unlabeled set and the whole set are given in
Figure 1. We can see that (1) the overlap ratio is small at
the early training stage and (2) increases during the later
training stage. The small overlap ratio at the early stage
helps avoid the case the segmentation network converges
towards a wrong direction. The large overlap ratio at the
later stage implies that the pseudo segmentation results of
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In GCT [1], the supervised baseline uses the batch size 16, and the
number of iterations is much smaller than half of the number of iterations
in the semi-supervised methods. Therefore, their supervised baseline re-
sults are worse than ours (we sure the same number of iterations and each
iteration has the same number, 8, of labeled samples).
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Figure 1: Prediction overlap of the two networks on PASCAL
VOC 2012 under the 1/8 partition. We use DeepLabv3+ with
ResNet-50 as the segmentation network. We only calculate the
overlap ratio in the object region, and the pixels belong to the
‘background’ class are ignored.

the two segmentation networks are more accurate.
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