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Figure 1: The overview of the proposed model RevSCI-net. Given the estimated modulation frames which are generated
from the original measurement and masks (left), RevSCI-net (middle) extracts the high-dimensional feature and fuses them
to obtain the desired reconstruction videos (right).

Here, we present more details about the proposed model
RevSCI-net and full results that could not be contained in
the main paper due to the page limit.

1. Details for RevSCI-net
RevSCI-net contains three modules:

1) Feature extractionFF uses four 3D CNN layers to cap-
ture the high-dimensional features of the input.

2) Feature level nonlinear mapping employs L reversible
blocks FR to transform the input features into the de-
sired reconstruction domain.

3) Reconstruction FM uses four 3D CNN layers to inte-
grate the features to reconstruct the final video.

In Fig. 1, we again show the model overview and in this
section, we present the details for each layer and hyperpa-
rameters in Table 1.

In Table 1, we present the full setting for FR and FM .
The structure of FR depends on the number of reversible
blocks L and the number of the group m, the layers setting
of each block in FR are the same i.e. two 3D convolutional
layers and the channel number depending on the m. c1 is
the channel number of the feature after FF , and change c1
to maintain the RevSCI-net with similar parameters in dif-
ferent groups (we set c1 = 64 when m = 2). Note that, the
differences between grayscale and color RevSCI-net are: 1)
The input size. For grayscale the size is 1 × B × nx × ny ,
and for color reconstruction the size is 4×B× nx

2 ×
ny

2 ; 2)
The stride of the last layer in FF for color reconstruction is



Figure 2: Ground truth for Messi.

Figure 3: Reconstructed results by GAP-TV for Messi, PSNR: 18.56.

Table 1: Network architecture for the grayscale RevSCI-
net.

Module Operation Kernel Stride Output Size (c× t× h× w)

FF

Conv. 5× 5× 5 (1, 1, 1) 16×B × nx × ny

Conv. 3× 3× 3 (1, 1, 1) 32×B × nx × ny

Conv. 1× 1× 1 (1, 1, 1) 32×B × nx × ny

Conv. 3× 3× 3 (1, 2, 2) c1 ×B × nx
2 ×

ny

2

Fm in FR
Conv. 3× 3× 3 (1, 1, 1) c1

m ×B × nx
2 ×

ny

2
Conv. 3× 3× 3 (1, 1, 1) c1

m ×B × nx
2 ×

ny

2

FM

Conv. Transpose 3× 3× 3 (1, 2, 2) 32×B × nx × ny

Conv. 3× 3× 3 (1, 1, 1) 32×B × nx × ny

Conv. 1× 1× 1 (1, 1, 1) 16×B × nx × ny

Conv. 3× 3× 3 (1, 1, 1) 1×B × nx × ny

1 to keep the same size as input; 3) The output size of FM

is 3×B×nx×ny because the color (usually RGB) image
is 3 channels.

2. More Experimental Results

We show additional experimental results of the proposed
framework on the color large-scale simulated data Messi
(1080×1920×3×24) 1. and real data Wheel (256×256×
14), Domino, and Water Balloon (512 × 512 × 50)
captured by SCI cameras. Note that, to our best knowledge,
the proposed RevSCI-net is the first end-to-end training net-
work (joint reconstruction and demosaicing) to recover such
a large SCI scene (for the scale at the Messi data).

For better comparing the difference of these methods, we

1In order to generate the Bayer measurement, different from PnP-
FFDNet we first select one pixel (corresponding to the Bayer filter) from
three pixels (RGB) of the original video, and then they are modulated by
the masks and are integrated into the Bayer measurement. Therefore the
spatial resolution of the measurement is the same as the original video,
instead of scaling it up by 2 times in the PnP-FFDNet paper [1]
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