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1. Network Structure
GCN Structure Unlike existing GCN methods which use
an undirected graph [6, 2], we use a directed graph. The ad-
vantage of using directed graph is that more reliable joints
with higher confidence are capable to influence the unre-
liable ones with low confidence with non-symmetric adja-
cency matrix. We adopt the GCN method following [4].

The features are propagated according to an adjacent ma-
trix in GCNs, implying the edge values in the propagation
graph. Given the heatmap H from the 2D pose estimator,
we choose the location of the highest value in the map as a
vertex in the graph for each joint, and the adjacency matrix
is formed by the following equation:

Ai,j =

{
max(Hi) exp(−order(i, j)) (i 6= j)

max(Hi) (i = j)
, (1)

where the Ai,j is the outward weight from vertex i to ver-
tex j. max(Hi) stands for the confidence of the ith joint.
order(i, j) is the minimal number of hops that is required
to reach vertex j from vertex i. This formation of adjacency
imposes more weight for close vertices and less for far ones.
More details please refer to [4].

TCN Structure Our GCN can complete the pose under
occlusion or missing information, yet produces jittering re-
sults because of its lack of temporal smoothness. Previ-
ous works on the Temporal Convolutional Network (TCN)
show the effectiveness of a TCN to constrain the temporal
smoothness of predicted 3D poses [21, 5]. We adopt the
TCN structure [21]. As shown in Fig. 1, we utilize two
TCNs to estimate the person-centric 3D poses (i.e., joints)
and the camera-centric root joint depths, respectively. We
named the two TCNs as: Joint-TCN and Root-TCN.

The Joint-TCN takes the 3D pose sequence produced by
our GCN as input, and outputs the refined person-centric 3D
poses by considering the temporal information. The loss is
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Figure 1. Pipeline of our TCNs. Our TCNs include one Joint TCN
for relative pose estimation and one Root TCN for camera-centric
root depth estimation.

L2 between the estimated pose PTCN and its ground-truth
P̃ , formulated as:

LJTCN =
1

K

K∑
k=0

|PTCN
k − P̃k|2, (2)

where K is the number of the joints.
The Root-TCN takes the 3D pose sequence generated by

the GCN and the 2D pose sequence produced by the pose
estimator as input, and outputs the estimated camera-centric
root depths. Instead of directly estimating the camera-
centric depth Z, we estimate the normalized root depth,
which is RTCN = Z

f based on focal length f to avoid the
influence of the camera intrinsic parameters. The loss func-
tion is L2 between the estimated RTCN and its ground truth
R̃:

LRTCN =
1

K

K∑
k=0

|RTCN
k − R̃k|2 (3)

where K is the number of the joints. Based on the person-
centric 3D pose from Eq. (2) and the root-joint depth from
Eq. (3), the camera-centric 3D pose is obtained.

Illustration of the heatmaps estimated from the bottom-
up network Fig. 2 illustrates an example output of the
four heatmaps estimated by our bottom-up network. Top
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Figure 2. Visualization of estimated heatmaps from the bottom-up
branch.

left is an input image. Top middle is a joint map, which
shows the heatmap of joints where all channels are merged
together for better visualization of all joints. Top right is the
estimated 3D poses. Bottom left shows the ID tag distribu-
tion. Bottom middle is the root depth map where the red
represents a person is farther to camera than others. Bot-
tom right is an example of relative depth map with respect
to pelvis joint, where left arm depth is used as an exam-
ple. The arm of left person is farther from the camera (red)
compared to his pelvis while the right person’s is closer to
camera (blue) with respect to his pelvis.

Details of Semi-Supervised Learning Our Semi-
supervised Learning (SSL) pipeline is shown in Fig. 3.
First, we use the trained model to generate the pseudo-label
of the unlabelled data, which is the COCO dataset in our
experiment. Note that, we use only the images, and not
the 2D ground-truths of the joints to mimic the unlabelled
data scenario. Unfortunately, the pseudo-labels cannot
be directly used because some of them are incorrect.
Therefore, we use two consistency terms to measure the
quality of all the pseudo-labels: the reprojection error and
multi-perspective error as mentioned in the main paper.

As the pose variations of 2D datasets are more abun-
dant than those of 3D datasets, e.g. COCO compared to
H36M, the estimated 2D poses are more robust than the es-
timated 3D poses in terms of different environments and
poses. Existing reprojection error [28] measures the devi-
ation between generated 3D poses and detected 2D poses.
Unlike this, we make use of the confidence of the joints
from the 2D pose heatmap as weight in computating the re-
projection error to adjust adaptively how much we should
enforce the reprojected 3D poses to match the estimated 2D
poses based on the confidence of the joints. Thus, the re-
projection error is formulated as:

Erep =
1

K

K∑
k=1

Ck|rep(X3D,k)−X2D,k|2 (4)

where the X3D is the predicted 3D pose from the network,
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Figure 3. The illustration of our SSL pipeline. The SSL aims to
keep two consistency: reprojection and multi-perspective.

and X2D stands for the 2D estimations from our multi-
person 2D pose estimator. rep(·) is the reprojection func-
tion from 3D to 2D. K stands for the number of joints in
total. Moreover, the error is a weighted sum of each joint’s
confidence score Ck, which is explained in Eq. (1).

We follow [3] to use a multi-perspective error as an ad-
ditional measure to enforce the consistency of the predicted
3D poses from different viewing angles. Given a pseudo-
label 3D pose P pse

3D , we randomly rotate the pose along y
axis (i.e., y-axis is perpendicular to the ground plane) to
obtain P ′pse

3D , and re-project it to the 2D coordinates P ′pse
2D .

Finally, we predict the P ′′pse
3D based on the re-projection.

2. Implementation Details

Multi-Person Pose Estimator Our multi-person pose es-
timator uses HRNet-w32 [24] as the backbone and is trained
on the combination of the MuCO and COCO dataset. We
duplicate the COCO dataset twice to balance the training
data between two datasets. The network is trained with the
Adam optimizer with learning rate starts at 0.001 and de-
creases to 1

10 at epoch 30 and 40. The network is trained for
50 epochs and it takes 35 hours to train on 8x RTX Quadro
8000 GPUs.

GCN and TCNs Our GCN and TCNs are trained based
on the pre-extracted heatmaps from our multi-person pose
estimator. We train the networks with the Adam optimizer
with learning rate starts at 0.001 and decrease to 1

10 every 40
epochs. The networks are trained with 100 epochs and takes
25 hours on single RTX 2080Ti GPU. We use the augmen-
tation mentioned in [5] to train the network to better handle
the occlusion.
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Bottom-Up Network Our bottom-up network is trained
based on the combination of the MuCO and COCO dataset.
To balance the number of training samples, we duplicate the
COCO dataset twice and combine with the MuCO dataset.
The bottom-up network is trained with the Adam optimizer
with learning rate starts at 0.001 and decrease to 1

10 at the
30th and 40th epoch. The network is trained for 50 epochs
and it takes 65 hours on 8x RTX Quadro 8000 GPUs.

Integration Network Our integration network contains 5
fully connected layers with layer size 512. The network is
trained with the Adam optimizer with learning rate 0.001 in
beginning, and decreased to 1

10 every 50 epochs. The net-
work is trained for 150 epochs and takes 3.5 hours on single
RTX 2080Ti GPU. The data augmentation procedure is dis-
cussed in the main paper. We briefly explain here for clar-
ity: 1) We use random masking to simulate the occlusion,
where the occluded joints are masked to (0, 0). 2) We apply
a random shifting of joints based on a Gaussian random to
simulate the inaccurate pose estimation. 3) We randomly
make one of the poses in the pair to be zero, to simulate the
unpaired poses.

3. Datasets Description
MuPoTS-3D [18] is a 3D multi-person testing set that
consists of >8000 frames of 5 indoor and 15 outdoor
scenes, and its corresponding training set is augmented
from 3DHP, called MuCo-3DHP. The ground-truth 3D pose
of each person in a video is obtained from multi-view mark-
erless motion capture system, which is suitable for evaluat-
ing 3D multi-person pose estimation performance in both
person-centric and camera-centric coordinates. Follow-
ing [20], the training set (MuCo-3DHP) is used for training
our bottom-up network, and MuPoTS-3D is used only for
performance evaluation.

JTA [9] is a synthesized dataset from Grand Theft Auto
V (GTA-V) game scene including various of illumination,
viewpoints, and occlusion. It is a multi-person dataset with
at most 32 persons appear in one frame. In addition, the
images also demonstrate large person size variation as the
crowd spread from close to camara and far from camera
in various scenes. Because of these reasons, even it is a
synthetic dataset, we’d like to perform evaluation on it. The
dataset contains 512 videos, in which there are 256, 128,
128 for training, validation and testing, respectively. We
follow the work [8] to estimate the F1 score under different
distance threshold as a performance evaluation metric.

Human3.6M [11] is widely used for 3D human pose es-
timation. The dataset contains 3.6 million single-person
images where an actor performs different activities in mo-
cap studio at each video clip, so it is suitable for evaluation
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Figure 4. Interaction IoUs of 3DPW test set.

of 3D single-person pose estimation. Human3.6M is used
for evaluating person-centric pose estimation performance.
Following previous works [10, 21, 28], the subject 1,5,6,7,8
are used for training, and 9 and 11 for testing.

3DPW [27] is an outdoor multi-person video dataset for
3D human pose reconstruction. In each video, one tar-
get person wearing inertial measurement units (IMUs) per-
forms daily activities outdoor, so 3D ground-truth is avail-
able for the target person only. Following previous meth-
ods [12, 25], we use 3DPW for testing without any fine-
tuning. The ground-truth of 3DPW is SMPL 3D mesh
model [17], where the definition of joints differs from what
is used in 3D human pose estimation (skeleton-based) like
Human3.6M, so 3DPW is rarely used in the evaluation of
skeleton-based methods [26].

Evaluation errors on 3DPW cannot objectively reflect the
performance of the skeleton-based methods, due to different
definitions of joints. We select the top 3000 frames with the
largest IoU between the target person (i.e., the person with
3D ground-truth label) and other persons based on detection
out of 3DPW test set to create an inter-person occlusion sub-
set, and then perform evaluation on it. The IoU statistics of
the 3DPW test set is shown in Fig. 4, and the threshold at
3000th frame is 0.26. Some samples of different occlusion
level is shown in Fig. 5.

In fact, the error on this subset is still not a good perfor-
mance indicator, the performance change of a method be-
tween the full testing set and this subset can measure how
well the method can handle the inter-person occlusion prob-
lem. As shown in Table 6 in the main paper, our method
shows the smallest error increase among all the existing
methods, which demonstrates that our method is indeed ca-
pable of handling inter-person occlusion more effectively.
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Figure 5. Some sample images of different IoU level that are se-
lected for inter-person occlusion subset. IoU values are added be-
low each image.

Training Datasets Both the 2D datasets and 3D datasets
are used to train our networks. In the following, we explain
the details of the used datasets in the training processes of
our pose estimator, top-down and bottom-up networks, pose
discriminator, and semi-supervised learning.

• 2D datasets for pose estimator training: We use both
COCO and MuCO for training the multi-person pose
estimator. Because the MuCO dataset is a synthesized
dataset, solely training on the MuCO dataset will re-
sult in overfitting problem and produces unstable pre-
dictions on natural or wild images. Therefore, COCO
is included for enhance the generalization ability of the
network.

• 3D dataset for top-down network training: We use
MuCO and its original 3DHP dataset to train the GCN
and TCNs in the top-down network. MuCO and 3DHP
are used for the GCN on single frame pose refinement,
while the 3DHP is used to train the TCN that incor-
porates the temporal information. Since the network
works on the x, y, z coordinates, no overfitting prob-
lem was observed from the trained models.

• 3D dataset for bottom-up network training: We use
both MuCO and COCO to train the bottom-up net-

work. We additionally include COCO, which is used
only for training joint heatmaps and ID tag maps.

• 3D dataset for pose discriminator training: MuCO is
used for training the integration net and pose discrimi-
nator. In addition, we do random translation and rota-
tion of the poses to generate more synthesized interac-
tion pairs.

• Additional 2D data for semi-supervised learning train-
ing: We use COCO for the unlabeled image dataset in
training our semi-supervised learning.

Evaluation Protocols While we include the discussion of
the datasets for the tables in the main paper, here we provide
the details for the sake of clarity. Our model is trained with
the datasets explained in the previous section (i.e., Training
Datasets Used) for ablation study in Table 1 and 2, evalua-
tions in Table 3 (MuPoTS-3D), Table 5 (Human3.6M), and
Table 6 (3DPW).

The JTA dataset is captured from computer game, which
has a domain gap to the real-world images. To perform the
evaluation on the JTA dataset in Table 4 (JTA), we use the
JTA training set to re-train the whole pipeline and perform
the evaluation on the JTA test set.

As mentioned in the 3DPW dataset explanation, we fol-
low the literature [12, 25] and only perform testing on
3DPW. Note that, the SOTA methods [14, 13] both use ad-
ditional 2D and 3D datasets in training their networks. We
do not use the 3DPW dataset to train our network, but used
it to train the joint adaptation network [26], which transfers
our predicted 3D poses of MuCO joint’s definition to that
of 3DPW defined on the SMPL model [17].

4. Detailed Experimental Results
As our method focuses on the 3D multi-person scenarios,

our network is trained on the 3D multi-person datasets as
discussed in section 3. To have a fair comparison against ex-
isting methods that are trained only with the single-person
Human3.6M dataset, we re-trained the whole pipeline from
scratch on H3.6M dataset following the training proto-
cols [10, 21]. The evaluation result on the person-centric
3D human pose estimation is shown in Table 1. Similar to
Table 5 in the main paper, our method achieves comparable
performance against the SOTA top-down or bottom-up 3D
multi-person pose estimation methods [20, 29, 15] on this
single-person dataset.

Following [20], we also calculate our method’s accu-
racy using the MPRE metrics, which measures the camera-
centric 3D human pose estimation performance. In partic-
ular, [20] is 120.0, ours is 86.5, which shows 27.9% error
reduction. HDNet [16] reports a better value on MPRE as
77.6, however, their method can only handle single-person
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Method MPJPE PA-MPJPE
Moon et al., [20] 54.4 35.2
Zhen et al., [29] 54.1 n/a

Li et al., [15] 48.6 30.5
Ours 42.1 31.6

Table 1. Quantitative evaluation on Human3.6M for person-centric
3D human pose estimation. Best in bold, second best underlined.

cases, and performs poorly on multi-person cases where
they value of PCKabs is 35.2, but ours is 48.0, which is a
36.4% improvement. Camera-centric 3D pose estimation
is for multi-person scenario, only showing good result on a
single-person dataset, and thus is not useful to solve the real
problem in 3D multi-person pose estimation.

To have a better understanding on how our method
compare with existing methods for each test sequence in
MuPoTS-3D dataset, extended version of Table 3 in the
main paper for each test sequence is summarized in Table
2 and 3 for the camera-centric and person-centric evalua-
tions using PCKabs and PCK metrics. We observe that
our method consistently outperforms other methods in both
the camera-centric and person-centric 3D multi-person pose
estimation.

5. More Qualitative Results
In this section, we provide additional results compared

with the SOTA 3D multi-person pose estimation methods.
In the main paper, we already provided a qualitative com-
parison on 3DPW test set in Fig. 5, where the results of
SMAP [29] is used as they released their code and we can
perform testing with it.

Additional Comparison on MuPoTS-3D To compare
with more methods, we provide additional results on
MuPoTS-3D as RootNet [20] released their pretrained
model on this dataset, so we can perform testing on
MuPoTS-3D using their released model. Together with
SMAP [29], we show the qualitative results of our method
compared with that of the two SOTA methods RootNet (top-
down) and SMAP (bottom-up) in Fig 6.

Additional Comparison on Wild Videos To further
demonstrate the performance of our method compared with
the SOTA 3D multi-person pose estimation method. We
provide the qualitative results of our method compared with
that of the SOTA bottom-up method SMAP [29] in Fig 7.
The video clips are selected from MPII [1] dataset which is
neither used for training or evaluation for both methods.

Additional Comparison on JTA As we reported our
quantitative performance on JTA dataset in Table 4 in the
main paper, we also provide the qualitative results of our
method compared with that of the SOTA method reported

and released their trained model on the JTA dataset [8] in
Fig 8. The two video clips in Fig 8 show both inter-person
occlusions and large multi-person scale variation where we
observe our method can handle both challenges well and
produce accurate camera-centric 3D multi-person pose es-
timation compared with LoCO [8].
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Figure 6. Results of our method compared with that of SMAP [29] (i.e., the SOTA bottom-up method) and RootNet [20] (i.e., the SOTA
top-down method) on MuPoTS dataset. Results from four video clips are included: top-left, top-right, bottom-left, and bottom-right. For
each video clip, the first row is the frames from the video clip; the second row is the result of SMAP; the third row is the result of RootNet;
the fourth row is the result of our method. It is observed from these results that the SOTA methods suffer from inter-person occlusions
while our method can handle these challenges and produce accurate camera-centric 3D multi-person pose estimation.
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Figure 7. Results of our method compared with that of SMAP [29] (i.e., the SOTA bottom-up method) on wild videos. Results from eight
video clips are included (i.e., one frame for each video). Four results are at top part of the figure, the other four are at the bottom, separated
by the dashed line. For either part, the first row is the frames from the video clip; the second row is the results of SMAP; the third row is
the results of our method. These results again show that the SOTA method cannot handle inter-person occlusions. In contrast, our method
produces accurate camera-centric 3D multi-person pose estimation.
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Figure 8. Result of our method compared with that of LoCO [8] (i.e., a SOTA method released trained model on JTA) on JTA dataset.
Results from two video clips are included: top and bottom separated by the dashed line. For each video clip, the first row is the frames
from the video clip; the second row is the result of LoCO; the third row is the result of our method. These results show that on this synthetic
datasets, our method is able to produce more accurate and robust 3D multi-person pose estimation compared with other methods. We use
red circle to indicate the wrong results of LoCO and green circle to point out the corresponding correct results of our method. In the first
row of the top video clip, due the four persons are far from the camera which are small, we use four red arrows to indicate each of them.
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