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Abstract

In this supplementary paper we give the implementation
details of Stereo Radiance Fields (SRF) in Section 1, define
the data split we used in Section 2 and provide a qualita-
tive comparison with COLMAP in Section 3. Code is avail-
able for research purposes at our project page https://
virtualhumans.mpi-inf.mpg.de/srf/. Please
also consider the supplementary video for further results.

1. Implementation Details
1.1. Image encoder

Given an image and a projected point location, we ex-
tract RGB color directly in the first stage using bilinear in-
terpolation. We apply a convolutional neuronal network [3]
(CNN) with 16 output channels, kernel size of 3, padding
1 and stride 1 followed by batch normalization. From the
normalized output we again extract neural features.

The rest of the CNN encoder is a repetition of the follow-
ing CNN block structure: max-pooling (size 2), two con-
volutional layers and a batch normalization layer followed
by a bilinear feature extraction. We repeat the block six
times, always with kernel size of 3, padding 1 and stride
1. The first block has both convolutional layers with 16 out-
put channels, the second 32, third 64, fourth and subsequent
128.

Therefore, the feature encoding Ii(p), for each view Ii,
has dimension 3+16+32+64+128+128+128+128 =
627.

1.2. Unsupervised Stereo Module

Each possible pair (Ii(p), Ij(p)) ∈ R2×627 with i, j ∈
1, . . . , N, i 6= j is stacked into a matrix of dimensions
R(2·S)×627×1, where S is the number of all pairs S =
N2 − N . In this form the stereo filters sk(Ii(p), Ij(p))
can be conveniently represented by convolutional filters

sk ∈ R2×627×1 of a CNN. In order to apply the filters
once per pair, we use a striding of 2 in the height dimen-
sion without any padding. We use k ∈ 1, . . . , 128 = K
filters, by simply defining K as the number of output chan-
nel of the CNN. This results in a output matrix RS×1×K of
stereo features.

To aggregate stereo pair information we apply another
CNN. The filters aggregate 4 pairs, i.e. each filter has di-
mensions R4×1×K . We repeat this step once more to cre-
ate higher order dependencies, in both cases we use a CNN
with 128 output channels, padding of 0 and striding of 1.
We use max-pooling along height to reduce to a single vec-
tor of fixed size (128), independent of the number of views
used.

1.3. Decoding

For decoding into density and color we use 4 simple
fully connected layers with subsequently 256, 128, 4 output
channels, where the last output of 4 channels is interpreted
as RGB color (3 channels) and a density value.

1.4. Learning

For learning we use Adam [2] optimizer with betas set
to (0.9, 0.999) and a learning rate of 5e − 4. We train all
models until validation minimum is reached.

2. Data split
We split the DTU MVS [1] dataset as follows, scans with

ID 55, 23, 77, 122, 106, 95, 8, 64, 50, 76 are used for testing,
103, 47, 72, 107, 124 for validation and others for training.

3. Comparison with COLMAP
In Figure 1 we are comparing our fine-tuned results with

the classical 3D reconstruction pipeline of COLMAP [5, 4].
We found a trade-off between completeness and precision:
COLMAP results are often sharper but are lacking com-
pleteness, whereas our 3D reconstruction results are more
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Figure 1. Left and middle: 3D reconstruction from 10 input images, obtained with COLMAP [5, 4] (left) and our SRF (middle). The
COLMAP reconstruction is sharper but lacks complete surface, especially at uniform, textureless regions, see for example the characters
of the logo “Shine”. 3D reconstruction of SRF can be more prone to noise (see top black spot) but is more complete. Right: Sharp novel
view synthesised by SRF with full background.

noisy but have better completeness.
Remarkably, Stereo Radiance Fields learned 3D recon-

struction as a byproduct of end-to-end training purely from
2D supervision. We also show their main result, a synthe-
sised novel view, in Figure 1 (right). The novel view syn-
thesis combines good aspects of both 3D reconstructions: it
shows sharp details and is the most complete, actually ren-
dering the full background.
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