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1. Distillation Setup

For the sake of consistency with the previous works, major parts of the experimental setup are taken from the benchmark implementations of CRD [10].

1.1. Implementation Details for CIFAR-100

We train all models using Stochastic Gradient Descent (SGD) with the initial learning rate of 0.1, momentum of 0.9, weight decay of $5e-4$, batch size of 128, and the learning rate decay factor $0.1$ at epochs 200, 300, 400, and 500. The total number of epochs is set to 600. The parameters for SuperMix are set as follows: $\sigma = 1$, spatial size of the masks equal to $8 \times 8$, $\lambda_s = 25$, and $\alpha = 3$. The size of the Gaussian kernel in SuperMix is set to $5\sigma$. All the results for the baseline distillation approaches are reported from CRD [10]. The parameters for $L_{KD}$ are selected according to the best performance reported in [10] as $\lambda_{KD} = 0.9$, and $\tau = 4$.

1.2. Network Architectures for CIFAR-100

The network architectures for the distillation experiments on CIFAR-100 are exactly the same as the benchmark models implemented in CRD [10]. We briefly describe the network architectures and denote their total number of parameters (TNP) in the following. For more details, please refer to our code or the code provided by Tian et al. [10].


ResNet[a]x4: Four times wider Residual Network [4] adopted for CIFAR dataset with 3 basic blocks, each with 64, 128, 256 channels and total number of $a$ layers. TNP: ResNet32x4 = 7433860, ResNet8x4 = 1233540.

VGG[a]: VGG [9] adapted from the original ImageNet model with 5 convolutional blocks and $a$-3 convolutional layers. TNP: VGG13 = 9462180, VGG8 = 3965028.

MobileNetV2: The original MobileNetV2 [8] with the width factor of 0.5. TNP: 812836.

ShuffleNetV1 & ShuffleNetV2: The original ShuffleNets [12, 7] adapted for the CIFAR-100 dataset. TNP: ShuffleNetV1 = 949258, ShuffleNetV2 = 1355528.

1.3. Implementation Details for ImageNet

Models are trained using the standard practice provided by PyTorch for training on ImageNet. Stochastic Gradient Descent (SGD) is used with the initial learning rate of $0.025$, momentum of $0.9$, weight decay of $1e-4$, batch size of 256, and the learning rate decay factor $0.1$ every 30 epochs. The total number of epochs is set to 100. The parameters for SuperMix are set as follows: $\sigma = 2$, spatial size of the masks equal to $16 \times 16$, $\lambda_s = 25$, $\alpha = 3$. The size of the Gaussian kernel in SuperMix is set to $5\sigma$. All the results for the baseline distillation approaches are reported from CRD [10]. The parameters for $L_{KD}$ are selected according to the best performance reported in [10] as $\lambda_{KD} = 0.9$, and $\tau = 4$. ResNet34 and ResNet18 are the benchmark implementation of deep residual Networks [4] provided by PyTorch with the total number of parameters of 21797672, and 11689512, respectively.

2. Object Classification Setup

The augmentation performance of SuperMix is compared to AutoAugment (AA) [1], Fast AutoAugment (FAA) [6], Population based Augmentation (PBA) [5], and RandAugment [2]. Network architectures for both CIFAR-100 and ImageNet are the same models provided in the official repository of FAA. The results for the baselines are also reported directly from FAA. The training setup for both datasets is exactly the same as the distillation setup in Sec-

1http://github.com/HobbitLong/RepDistiller

2The official code is available at: https://github.com/kakaobrain/fast-autoaugment
It may be noted that the implementation of Wide ResNet [11] for this part is slightly different than the implementation for the distillation task in [10]. Specifically, convolutional layers in this part have bias weights. Therefore, the total number of parameters is greater than the same architecture detailed in the previous section. We notified this in the paper by referring to WRN-40-2\textsubscript{a} and WRN-40-2\textsubscript{b} for the classification and distillation tasks, respectively. In the following, we briefly describe the network architectures. For more information, please refer to the code.

**WRN-[a]-[b]:** Wide Residual Network discussed in Section 1.2 with convolutional layers that have bias weights. TNP: WRN-40-2 = 2258084, WRN-28-10 = 36546980.

**SS-([a] 2×[b]d):** Shake-shake model [3] with the depth of \text{a} and base channels \text{b}. TNP: SS-(26 2× 96d)=26366404.
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