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A. Network and Training Details of Image Re-
construction

We denote C(k) to be a convolution layer with k-channel
output and 3 × 3 filters (stride is 1 unless stated), followed
by BatchNorm and ReLU, and denote Dr a downsampling
operator with a ratio of r, and denote Ur an upsampling
operator with a ratio of r. We build the network architecture
as: C(32)-D2-C(64)-D2-C(128)-D2-C(256)-C(128)-U2-
C(64)-U2-C(32)-U2-C(1).

The image reconstruction experiments are implemented
on the MNIST dataset [3] and Fashion-MNIST dataset [7].
They both include 60, 000 training images and 10, 000 test
images. During training, the input images are resized to
32 × 32, and `1 loss is used. We use the SGD optimizer
with an initial learning rate of 0.01. The learning rate is
decreased by ×10 at the 50-th, 70-th, and 85-th epoch,
respectively. We update the parameters for 100 epochs
in total with a batch size of 100. The evaluation metrics
are Peak Signal-to-Noise Ratio (PSNR), Structural SIMi-
larity (SSIM), Mean Absolute Error (MAE) and root Mean
Square Error (MSE).

B. Analysis of Complexity

Here we summarize the model complexity of different
implementations of A2U in Table 1. We assume that the
encoding kernel size is k × k, the upsampling kernel size
is s × s, and the channel number of feature map X is C.
Since C is much larger than k and s, A2U generally has the
complexity: dynamic cw > hybrid cw > static cw >
dynamic cs > hybrid cs > static cs.

C. Visualization of Upsampling Kernels

Here we visualize the learned upsampling kernel in a
‘hybrid’ model to showcase what is learned by the kernel.
Two examples are illustrated in Fig. 1. We observe that,
after learning, boundary details are highlighted, while flat
regions are weakened.

Model Type # Params
static cw 4× s× s+ 2× k × k × C
static cs 4× s× s+ 2× k × k
hybrid cw 4× s× s× C + 2× k × k × C
hybrid cs 4× s× s× C + 2× k × k
dynamic cw 4× s× s× C + 2× C × C
dynamic cs 4× s× s× C + 2× C

Table 1 – Analysis on the complexity of A2U. ‘cw’: channel-wise,
‘cs’: channel-shared

Figure 1 – Visualization of the upsampling kernel. The left is the
randomly initialized kernel, and the right is the learned kernel.

D. Qualitative Results

We show additional qualitative results on the
alphamatting.com benchmark [6] in Fig. 2. 4 top-
performing methods are visualized here. Since all these
methods achieve good performance, and their quantitative
results on the benchmark are very close, it is difficult to
tell the obvious difference in Fig. 2. It worth noting that,
however, our method produces better visual results on
detailed structures, such as gridding of the net, and leaves
of the pineapple.

We also show qualitative results on the Distinction-646
test set [5] in Fig. 3. Since no implementation of other deep
methods on this benchmark is publicly available, we only
present the results of our baseline and our method here to
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Figure 2 – Qualitative results on the alphamatting.com test set. The methods in comparison include AdaMatting [1], GCA Matting [4],
Context-Aware Matting [2], and our method.

RGB Trimap Ground Truth Baseline Ours

RGB Trimap Ground Truth Baseline Ours

RGB Trimap Ground Truth Baseline Ours

Figure 3 – Qualitative results on the Distinction-646 test set. The methods in comparison include the baseline and our method.

show the relative improvements. According to Fig. 3, our
method produces clearly better predictions on highly trans-
parent objects such as the bubbles.
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