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Abstract

In this supplementary material, we report more experi-
mental results that adapting GTAS [3] 4+ Synscapes [7] to
IDD [5] and Mapillary [2] respectively. First, we give a
description of the datasets. And then, report the perfor-
mance comparison between the reproduced AdaptSeg [1],
Advent [0] and our proposed method. Moreover, we al-
so evaluate the performance of collaborative learning be-
tween source on different target datasets (IDD and Mapil-
lary). The results further validate the effectiveness of our
proposed method.

1. More Experiments
1.1. Datasets

Mapillary and IDD are another two widely used bench-
marks for autonomous driven scene. They are have more
images sampled from more various scenes. Tab. 1 shows
the statistics comparison of different datasets.

Mapillary Vistas dataset (M) is a large-scale diverse
street-level image dataset that containing 25,000 high res-
olution images with densely pixel-level annotated into 66
object categories. It is designed and compiled to cover di-
versity, richness of detail and geographic extent. The im-
ages are from all around the world, captured at various con-
ditions regarding weather, season and daytime. Moreover,
these images come from different imaging devices (mobile
phones, tablets, action cameras, professional capturing rigs)
and differently experienced photographers. To evaluation
our proposed method, we train models with the common 19
categories with Cityscapes [ |] training labels.

IDD (India Driving Dataset) [5] (I) consists of 20,000
images, which are obtained from a front facing camera at-
tached to a car and finely annotated with 34 classes collect-
ed from 182 drive sequences on Indian roads. Most of im-
ages are 1080p resolution with some are 720p. Their label
set is expanded in comparison to Cityscapes [!], to account

Table 1. The comparison of different datasets for semantic seg-
mentation in autonomous driving.

Dataset Num. of Num. of  Cats. Avg.
Images Scenes (Train/All) Resolution
Cityscapes [1]| 5K 50 19/30  2048x1024
Mapillary [2] | 25K - 19/66  >1920x1080
IDD [5] 20k 180 19/34 1678 %968

Table 2. The domain generalization ability comparison of Collabo-
rative Learning Between Sources (Co-Learning-Src) with baseline
and domain generalization method.

GTAS+Synscapes
Method Target mloU
Data Combination 47.06
MLDG+TN [&] I 47.42
Co-Learning-Srcs 47.80
Data Combination 46.64
MLDG+TN [&] M 47.11
Co-Learning-Srcs 47.16

for new classes. We train all the models based on the com-
mon 19 classes with Cityscapes for adaptation setting. Note
that, IDD has another 10k version and here we use thus 20k
version one for evalutaion of our proposed method.

1.2. Results

Tab. 2 shows the performance comparison of proposed
collaborative learning between sources trained on the origi-
nal images which is not translated with baseline that simple
combination and domain generalization method MLDG [&].
From the results, we can see that our proposed collabora-
tive learning can achieve better or comparable performance
compared with the state-of-the-art domain generalization
method. For example, we achieve 47.80% and 47.16% on
the IDD and Mapillary dataset, respectively. Both of them
are better or comparable to the MLDG.

Tab. 3 shows the comparison of ¢): the reproduce of
AdaptSeg [4] and Advent [6] that adapting from GTAS,



Table 3. The quantitative results that adapting from GTAS 4 Synscapes to IDD and Mapillary respectively. Here, Our-M* means the
performance of model M s, , and Ours-Ensemble means the results that ensemble of all outputs of models M, . T means training our
proposed approach with stage-wise.
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DT 80.5 7.8 51.1 17.8 6.4 234 4.0 224 77.5 9.2 904 41.4 37.3 68.6 32.0 27.9 0.0 55.7 18.6|35.37
AdaptSeg [4] S 92.5 19.4 58.1 23.2 89 20.4 5.0 25.7 77.2 9.5 93.9 49.6 42.7 72.0 37.1 30.6 0.0 59.6 20.0|39.23
Advent [0] 93.2 19.5 59.1 21.9 8.4 239 5.6 24.8 79.1 9.4 94.7 48.2 40.2 71.4 37.1 29.7 0.0 58.9 21.3|39.28
DT 90.2 27.9 56.3 23.4 204 27.8 4.9 26.0 74.4 29.6 87.8 46.4 39.1 65.1 47.3 36.6 0.0 49.1 26.9|41.01
AdaptSeg [4] G 92.8 21.4 64.7 25.0 23.3 269 6.0 40.7 76.7 30.5 92.5 45.7 34.0 70.9 50.5 37.5 0.0 47.6 26.2(42.78
Advent [6] 93.0 25.1 66.2 31.9 22.3 29.1 10.0 38.1 73.7 26.4 93.2 49.4 43.2 72.1 52.5 40.0 0.0 50.7 26.6|44.40
DT A 92.2 19.1 66.0 32.1 19.4 294 9.5 45.1 80.3 35.7 94.8 59.4 40.5 76.4 49.3 46.6 0.0 59.9 38.4|47.06
AdaptSeg [4] 0(92.0 18.9 66.2 23.9 17.6 30.6 5.8 45.8 81.7 30.1 94.4 57.3 47.5 75.2 51.5 53.6 0.0 58.9 35.4|46.65
Advent [6] 93.9 28.8 68.2 32.1 20.0 32.1 8.8 44.9 77.1 23.1 95.0 58.8 47.1 74.3 57.4 49.4 0.0 61.0 32.8/47.61
Ours-M1 95.4 38.5 70.0 36.7 21.2 25.0 14.2 43.9 78.6 28.5 94.8 58.9 45.0 70.8 56.1 48.3 0.0 63.4 38.8|48.86
Ours-M2 S+G 95.1 35.2 71.2 39.0 19.3 27.2 11.5 48.1 77.8 26.3 95.3 57.6 39.2 69.7 52.2 46.1 0.0 60.0 34.0(47.63
Ours-Ensemble 95.8 41.8 72.9 39.5 21.5 26.4 18.2 44.5 78.1 28.1 95.5 62.2 43.0 70.6 58.9 49.5 0.0 63.5 38.9[49.94
Ours-M17 95.6 39.6 71.5 38.4 19.9 30.1 12.8 47.8 78.3 31.5 95.3 55.6 47.5 74.6 48.9 54.9 0.0 64.5 39.9(49.83
Ours-M27 95.3 37.5 71.5 36.4 21.1 31.2 13.1 44.6 79.4 33.0 95.2 55.4 46.9 73.4 51.6 44.8 0.0 64.8 41.5[49.30
Ours-Ensemblet 95.8 39.9 73.1 38.8 21.0 31.0 14.1 43.8 78.2 32.2 95.5 58.2 47.2 74.2 52.6 50.7 0.0 65.8 41.4|50.19
DT 70.4 23.6 63.6 14.8 12.0 25.8 30.7 32.7 75.2 41.2 89.4 36.2 22.0 73.0 19.5 17.2 0.2 27.7 31.1|37.18
AdaptSeg [4] S 85.9 24.2 732 17.7 27.4 26.4 33.0 39.0 75.4 44.6 94.3 347 27.8 77.4 25.8 16.5 1.2 29.9 31.2|41.35
Advent [6] 86.2 23.9 74.6 17.8 26.8 29.5 35.9 39.8 79.4 43.6 96.2 37.3 27.5 78.4 26.3 16.1 1.4 29.1 29.1|42.04
DT 82.2 28.6 74.2 23.4 27.2 35.3 36.4 18.6 73.8 29.2 89.6 58.9 39.2 74.5 35.0 17.2 12.5 31.3 27.8|42.89
AdaptSeg [4] G 86.5 31.6 78.2 24.6 30.0 36.1 35.8 31.6 73.4 33.2 93.7 59.2 44.5 78.6 41.2 39.3 14.8 36.5 32.3|47.44
Advent [0] 86.6 28.3 77.9 24.7 30.6 36.1 36.0 32.5 75.8 34.9 94.4 58.8 44.1 79.9 41.3 42.3 15.7 35.6 32.6|47.79
DT E 77.7 309 75.2 27.0 27.5 33.4 37.2 37.3 76.9 43.1 93.3 55.8 38.0 72.5 38.4 40.2 2.8 36.9 42.3|46.64
AdaptSeg [4] Té_ 84.2 33.4 78.0 27.9 34.0 38.0 41.6 39.4 78.6 34.5 92.7 46.9 41.6 81.9 38.3 39.0 3.6 41.5 40.5|48.19
Advent [6] > (87.2 36.2 78.0 27.1 31.2 38.4 40.8 40.2 80.8 44.2 96.0 47.1 43.5 82.3 39.0 39.3 5.0 42.0 40.3|49.40
Ours-M1 88.2 32.5 81.0 29.1 37.5 39.9 41.7 39.6 80.4 44.6 95.8 58.7 40.2 83.1 48.1 40.7 2.3 40.1 43.2|50.89
Ours-M2 S+G 87.8 31.6 81.0 30.0 37.8 34.8 38.3 41.3 78.1 39.1 95.1 60.1 49.5 82.2 42.7 39.0 19.2 45.9 48.0|51.67
Ours-Ensemble 88.5 34.3 81.9 31.9 41.1 39.0 40.1 41.5 79.7 45.0 95.7 62.7 51.1 83.3 49.9 459 8.5 46.4 47.5|53.37
Ours-M17 87.5 40.1 80.9 31.0 37.4 40.0 42.5 40.6 79.6 42.4 95.2 55.5 46.5 84.5 45.1 40.3 16.5 41.6 39.1|51.92
Ours-M27 88.6 36.5 81.4 29.7 38.2 41.3 43.0 43.4 80.2 45.8 95.6 58.3 43.8 84.5 42.5 42.0 10.1 46.2 43.9|52.37
Ours-Ensemblet 88.4 40.1 81.9 324 39.8 41.4 42.2 42.7 80.1 46.4 95.6 58.2 48.5 84.7 46.6 45.5 11.7 46.9 42.4|53.44

Synscapes and combination of GTAS and Synscapes to ID-
D and Mapillary, and ¢7): Direct Transfer from GTAS, Syn-
scapes and GTAS5+Synscapes to IDD and Mapillary, and
114): each model and ensemble of our proposed method that
adapting from GTAS + Synscapes to IDD and Mapillary.
Note that, the network architecture and hyperparameters for
different losses are same as the setting to Cityscapes.

From Tab. 3, we can see that our proposed method
achieve the best performance no matter what the target
dataset, i.e., achieving 50.19% and 53.44% on IDD and
Mapillary respectively. Moreover, directly adopting UDA
methods on combined sources data sometimes could not
achieve better performance than direct transfer. For exam-
ple, AdaptSeg only achieves 46.65% when IDD as target
domain which is lower the performance of directly transfer

based on combined data. All these results further validate
the effectiveness of our proposed method.
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