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1. Overview of Appendixes
In this supplementary file, we provide additional details

of the proposed method in Section B. Section C demon-
strates more quantitative analysis (e.g. Object identity em-
bedding, VRD, Semantic verb regularization, comparison
of detector, additional ablation study and so on). In the last
section, we illustrate the qualitative results (e.g. analysis of
fabricated features).

2. Additional Details of the Proposed Method
2.1. More examples of Open Long-tailed HOI De-

tection

Figure 1 provides more clear illustration of open long-
tailed HOI detection. Open long-tailed HOI detection aims
to detect head, tail and unseen classes in one integrated way
from long-tailed HOI examples.

2.2. Factorized model

We implement the factorized model under our frame-
work. In details, we replace the HOI branch in Figure 3
in the paper with verb and object stream. The two streams
predict the verb and object respectively. During inference,
we merge the score of verb and object to obtain HOI score
as follows,

Shoi = (SoAo) + (SvAv), (1)

where Av (Ao) is the co-occurrence matrix between
verbs (objects) and HOIs, So is the score from object stream
and Sv is the score from verb stream.

2.3. The Effect of Objects on HOI Detection

In the nature, different types of objects form a long-tail
distribution. Then, all those actions that people perform on
those objects are inevitably long-tailed. As a result, those

HOIs that we observed are long-tailed. This motivates us to
fabricate balanced objects for composing HOI samples with
visual verbs. We have demonstrated the long-tailed distribu-
tion of objects in Figure 2 in the paper and the effect of dif-
ferent object detector on HOI detection in Table 7 in paper.
We further illustrate HOI detection has roughly similar per-
formance to object detection among most object categories
in Figure 2, which also illustrates the importance of object
detector for HOI detection at the same time. Meanwhile, it
is necessary to balance the the distribution of objects.

2.4. The Number of Primitives in two Zero-Shot
Setting

We have count the number of unseen HOI primitives (i.e.
verb and object) in the remaining data of two zero-shot set-
ting. Unseen HOIs of rare first zero-shot has 40 verbs, 5
of which have less than 10 instances in the remaining data,
while Unseen HOIs of non-rare first zero-shot have only 30
verbs and all have more 10 instances. We think this partly
explains why Factorized method has worse result on unseen
category in rare first setting. When the primitives of unseen
HOI are few in the training data. Factorized method possi-
bly achieves worse result on unseen category.

2.5. Fusion of HOI prediction and Generic Object
Detector

In our experiment, we directly predict 600 HOI classes in
HICO-DET. The predictions of HOI (verb-object pair) also
contain object information. We think the object information
in HOI prediction and the generic object detector might be
complementary. Thus, we convert HOI scores Shoi to object
scores and fuse it with so as follow,

ŝo = β1
(Ssp · Shoi)A

T
o

B
+ β2so, (2)

Where β1 and β2 are 0.3 and 0.7 respectively, B ∈ RNo

and Bi =
∑C

j=0 Aoi,j . Then, we use the new object score
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Open Long-Tailed Human-Object Interaction Detection via Composition
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Figure 1. Open long-tailed HOI detection addresses the problem of imbalanced learning and zero-shot learning in a unified way. We
propose to compose new HOIs for open long-tailed HOI detection. Specifically, the blurred HOIs, e.g., “ride bear”, are composite, while
the black HOIs are real.
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Figure 2. Illustration of Object detection result and HOI detection result in HICO-DET dataset. Blue is Object result. Yellow is HOI result.
We average HOI detection AP according to the object categories for a direct comparison.

Table 1. Illustration of the effect of fusing HOI predicition to ob-
ject score. This experiment is based on word-embedding object
identity FCL model.

Method Full Rare NonRare
FCLV CL w/o Fusion 24.42 19.68 25.84
FCLV CL 24.68 20.03 26.07

ŝo in Equation 6. Meanwhile, we can also update the ob-
ject category according to ŝo. Table 1 shows we can im-
prove the result a bit under VCL detector which provides
all scores for each object category. Noticeably, our baseline
under VCL detector also uses this strategy and we do not
use this in zero-shot settings. For the DRG object detec-
tor, we also do not use this strategy. To some extent, this
slightly shows HOI prediction and object detection can be
mutually promoted, and provides some insights for our fu-
ture work although this strategy is not much useful.

3. Additional Quantitative analysis

3.1. Object Identity

In Table 2, we compare three kinds of object identity.
The object variables are identified after we fine-tune the fab-
ricator in the first step. Meanwhile, in the end-to-end opti-
mization, the object variables can maintain object semantic
information. We find word embedding [7] and object vari-
ables achieve similar performance ( 24.78% vs 24.68%),
while the performance of one-hot representation is a bit
worse. Particularly, the HOI model is initialized with a pre-
trained object detector model. Thus, one-step optimization
can also optimize the Fabricator according to the pre-trained
backbone. In the main paper, the result of long-tailed HOI
detection is the model using word embedding as identity
embedding. For simplicity, we use randomly initialized
variables as object identity embedding for other model, i.e.
randomly initialize identity embedding.
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Table 2. Illustration of the effect of different object identity in the
proposed fabricator on HICO-DET dataset[1].

Method Full Rare NonRare
object variables 24.78 20.05 26.19
word embedding 24.68 20.03 26.07
one-hot 24.38 19.49 25.84

Method Zero-Shot All
MFURLN [10] - 58.2
MFURLN [10]* 25.26 57.87
Ours 27.31 58.31

Table 3. Illustration of Predicate Detection in Visual Relation De-
tection. Zero-shot means the relation (subject, predicate, object)
do not exist in the training data.

FCL S V Full Rare NonRare Unseen
- X - 18.22 15.69 20.74 12.98
X X - 19.39 17.99 21.21 14.83
X - X 19.61 18.69 21.13 15.86
X X X 19.62 18.38 21.61 14.73

Table 4. Illustration of semantic regularization modules based on
the ablated setting in paper. FCL Means proposed Compostional
Learning. S means semantic regularize loss. V means auxiliary
verb loss (verb regularization loss in paper).

3.2. Visual Relation Detection

We also present the efficiency of FCL in Predicate Detec-
tion on Visual Relation Detection [6] in Table 3. Here, we
combine subject, predicate and fabricated object to generate
novel relation samples [10]. Table 3 illustrates an important
improvement on zero-shot predicate detection compared to
the state-of-the-art approach with FCL.

3.3. Semantic Verb Regularization

We also experiment with semantic verb regularization
similar to [9] with Graph Convolutional Network and verb
word embeddings graph. In details, we use the cosine dis-
tance loss to regularize the visual verb representation to be
similar to the corresponding word embedding. Here, simi-
lar to [9], we equally treat same category of verbs among
different HOIs as same. Table 4 illustrates FCL is or-
thogonal to semantic regularization. Meanwhile, auxiliary
verb loss achieve similar performance compared to seman-
tic verb regularization [9]. When we incorporate both se-
mantic regularization and auxiliary verb loss, the improve-
ment is limited. This means verb regularization loss in the
paper and semantic verb regularization have similar effect
on the model.

Table 5. Illustration of auxiliary object loss on HICO-DET
dataset[1] based object variables identity. Here, auxiliary object
loss aims to regularize visual objects

Method Full Rare NonRare
w/o object loss 24.78 20.05 26.19
auxiliary object loss 24.54 19.93 25.92

Table 6. Illustration of the box for verb representation on HICO-
DET dataset[1].

Method Full Rare NonRare
baseline(human box) 22.91 16.66 24.77
FCL (human box) 23.83 18.62 25.39

Table 7. The result while filtering out the composite HOIs accord-
ing to the similarity between the fake objects and original objects.
#Neighbors (K) means top K neighbors according to similarity.
This experiment is based on ablated setting in Table 3 in paper.
When the number of neighbors is 80, we do not filter out compos-
ite HOIs according to similarity.

#Neighbors (K) 1 5 10 20 40 80
FCL (Full) 18.70 19.15 19.19 19.48 19.60 19.61

3.4. Object Feature Regularization

visual object feature regularization. Object features
are usually more discriminative. Meanwhile, we initial-
ize our backbone with the faster-rcnn pre-trained in COCO
dataset, which largely helps us to obtain discriminative ob-
ject features. Thus, it is unnecessary to use auxiliary object
loss to regularize object features (See Table 5). Meanwhile,
we find the object features is more discriminative from the
t-SNE graph in Figure 6.

3.5. The Effect of Union Box on FCL

We extract verb representation from the union box of
human and object. In Table 6, we illustrate with human
box verb, FCL still effectively improves the baseline. This
shows the proposed method is orthogonal to the verb rep-
resentation. Noticeably, although the union box contains
the object, the HOI model mainly learns the verb represen-
tation via compositional learning, and largely ignores the
identity information of the object. Thus, the object in the
union box do not have much effect on Fabricator. By com-
paring human box and union box for verb representation in
Table 2 in paper and Table 6, we find verb representation
from union box largely improves the performance since it
provides more context information for verb representation.
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Table 8. Comparison between step-wise optimization and one step
optimization in unseen object HOI detection.

Method Full Rare NonRare Unseen
one step 19.87 15.01 22.51 15.54
step-wise 20.13 16.71 22.82 13.85

Table 9. Illustration of recall of HOI under DRG detector, VCL
detector and GT boxes.

Detector Full (mAP) Recall (mRec)

FCLV CL 24.68 62.07
FCLDRG 29.12 82.81
FCLGT 44.26 86.08

3.6. Additional Object Detector Analysis

We notice there is a large gap between VCL [4] detec-
tor and DRG [2]. VCL provides the detection result (i.e.
30.79% mAP), while we do not know the detection result
of DRG detector. We do not achieve the similar object de-
tection performance to DRG [2] when we fine-tune Faster
R-CNN on HICO-DET training set. However, we think
we can compare the two detector by the recall of HOI de-
tection as illustrated in Table 9. Recall can also be used
to compare the object detection performance between one-
stage HOI detection and two-stage HOI detection. Table 9
shows FCLDRG nearly achieves similar result to FCLGT

on Recall. FCLGT still requires the network to discriminate
which pair of human and object boxes has interaction.

3.7. Verb Analysis

The same verb might has different meanings in different
HOIs. However, the verb in HOI dataset (e.g. HICO-DET)
mainly represents action. Thus, the verb in HOI dataset
is usually not ambiguous. Meanwhile, the deep convolu-
tional network (e.g. Resnet) is able to fit some ambiguous
and even random data [11]. Therefore, we can use factor-
ized method [9] for HOI detection and the ambiguous verbs
do not affect the compositional learning on HICO-DET [4],
even if there are still some ambiguous verbs (e.g. hold) who
can be related to multiple objects.

Besides, we further demonstrates the improvement of
FCL among different categories of verbs in Figure 3. We
find the ambiguity does not affect the performance of those
verbs in fact. For example, although the verb “hold” is re-
lated to 61 kinds of objects in HICO-DET, the correpsond-
ing HOIs of “hold” still achieves considerable improve-
ment.

Inspired by that people interact similar objects in a simi-
lar manner. we also design an approach to select composite
HOIs according to the similarity between different object of
objects, i.e. we only keep those composite HOIs whose ob-

Table 10. Illustration of FCL without re-weighting on long-tailed
HOI detection.

FCL Full Rare NonRare
- 20.79 13.19 23.06
X 21.20 15.48 22.90

Table 11. Illustration of proposed modules on long-tailed HOI de-
tection. FCL Means proposed Fabricated Compostional Learning.
V means verb regularization loss.

FCL V Full Rare NonRare
- - 23.35 17.08 25.22
X - 23.86 18.16 25.56
- X 23.94 17.48 25.87
X X 24.78 20.05 26.19

ject is in the top K neighbors of the verb’s original object.
The original object of the verb is the visual object paired
with the verb in the HOI annotation. This helps us to fil-
ter out those ambiguous composite HOIs. Specifically, we
calculate the similarity between different classes of objects
by its word embedding [7]. Then we can obtain the top
K neighbors for each class of objects. Table 7 shows with
more similar objects, the performance steadily improves.
Particularly, there are only one verb relating to more than
40 HOIs, and 4 verbs with more than 20 HOIs in HICO-
DET. When K = 1, we only keep composite HOIs whose
objects have the same label to the original object.

3.8. Orthogonality to previous methods

Orthogonal to spatial pattern. Table 13 illustrates that
the spatial pattern strategy [3, 5, 8] largely improves the per-
formance, and the proposed compositional learning is or-
thogonal to spatial pattern.

Orthogonal to re-weighting. In our baseline, we uti-
lize the re-weighting strategy that is used in [5, 4] to com-
pare directly with [4]. We demonstrate FCL is orthogonal to
re-weighting in Table 10. Without the useful re-weighting
strategy, FCL still achieves similar improvement than base-
line.

3.9. Complementary Analysis of fabricator

In this section, we conduct analysis of fabricator on HOI
detection without unseen data (the full long-tailed HOI de-
tection). We witness the similar trend compared to the ab-
lation study in the paper.

Verb and Noise for fabricating objects. Table 3.9
demonstrates the efficiency of verb and noise. Particularly,
the performance in the full HOI detection drops larger than
that in zero-shot study in the paper. We think it is because
the improvement on unseen category is large, while there
are no unseen category in the full HOI detection.

Verb Fabricator. Table 3.9 illustrates if we fabricate
verb features to augment HOI samples, the performance ap-
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Figure 3. The improvement among the classes of verbs on HICO-DET. The verbs are sorted by the number of HOIs that the particular verb
is related. The clear figure is in the directory of Compressed package.

Table 12. Ablation study of fabricator. Verb fabricator means we
fabricate verb features.

Method Full Rare NonRare
FCL 24.78 20.05 26.19
FCL w/o noise 24.22 19.23 25.72
FCL w/o verb 24.29 18.98 25.87
verb fabricator 23.93 17.10 25.97

FCL SP ZS Full Rare NonRare Unseen
- - - 21.07 14.11 23.15 -
X - - 21.68 16.92 23.11 -
X X - 24.78 20.05 26.19 -
- - X 15.29 14.45 17.85 8.27
X - X 16.82 16.57 18.17 12.94
X X X 19.61 18.69 21.13 15.86

Table 13. Illustration of spatial pattern. SP means we use spatial
pattern. ZS means zero-shot setting.

parently decreases to 23.93% in long-tailed HOI detection.
This again illustrates that the verb feature is more complex
and it is difficult to generate efficient verb features to facili-
tate HOI detection.

3.10. Additional Ablation Study

Step-wise optimization. We also provide the compari-
son between step-wise optimization and one-step optimiza-
tion in unseen object HOI detection in Table 8.

Hyper-Parameters. We follow the hyper-parameters in
[4] for λ1 and λ2. For λ3, we provide the ablated experi-
ment in Table 14 based on 0.5 because we think Lreg is less
important than LCL.

Fine-tune the network. In the step-wise optimization,
we fine-tune the whole FCL network in the last step. For
a fair comparison, we also fine-tune our baseline after we
train our network. Table 15 shows fine-tuning the network
improves effectively the baseline. This is the reason why
our baseline is strong. It might be because the initial learn-

Table 14. Illustration of ablated study on λ3 in HICO-DET based
on open long-tailed HOI detection (corresponding to Table 3 in
paper).

λ3 0.1 0.3 0.5
FCL 19.30 19.61 19.10

Table 15. Ablation study of fine-tuning the network.
Method Full Rare NonRare
Baseline (w/o fine-tune) 22.83 16.32 24.77
Baseline 23.35 17.08 25.22

ing 0.01 in our optimization is high.

4. Additional Qualitative Analysis

4.1. Object Representations

We analyze the real object features and fabricated object
features in detail in Figure 4, 5 by selecting top 10 frequent
classes in HICO-DET. 1) In Figure 4 (a) and Figure 5 (a),
we find the fake object features of the same class are close to
each other, while the features from different classes are sep-
arable although they might share the same verb. 2) Figure 4
(b) and Figure 5 (c) show features of different verbs slightly
cluster together within each object class. We can find there
are outliers in some object classes because those outliers
have different verbs. 3) for unseen object ZSL, Figure 5
shows all fake object features of the same class are also
closer to each other. Particularly, the unseen objects (red
edge in row b) are also separable from others. 4) The Col-
umn 3 in Figure 4 and Figure 5 illustrate fake object features
are still separable from its real objects of the same class.
However, there are still some fabricated features are closer
to it’s corresponding real features (e.g. the dark blue class
in Figure 4 and the jade-green class in Figure 5). We think
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Figure 4. The illustration of real object representations, fabricated object representations and joint representations extracted from long-
tailed HOI detection model. We select top 10 frequent object classes from HICO-DET training data. For each classes, we randomly
select 100 instances. Column 1 is real object representations, Column 2 is fabricated object representations and Column 3 is the joint
representations. In Column 3, diamond point means fabricated object representations. Raw a is the base t-SNE figure. In raw b, we label
different verbs with different edges (color) in Raw b.

Column 3 in the two Figures also shows a future direction
for fabricating objects, i.e. generate more realistic objects.

4.2. Primitive Features

Figure 6 illustrates verb features are apparently more dif-
ficult to distinguish. The verb representation is abstract and
complicated. By contrast, object representations extracted
from modern object detector are more discriminative. By
comparing Figure 6 with the Figures in VCL [4], we can
find the objects of FCL are more discriminative.

4.3. Qualitative Comparison

In Figure 7, we compare our baseline with our proposed
method. Apparently, our proposed method efficiently de-
tects rare categories, while the corresponding baseline can
not. In fact, all the HOIs detected by our method in Fig-
ure 7 have less than five samples in training set which is
much less than the rare setting (less than 10 samples).

4.4. Failure cases analysis

We provide some false positive results on Rare category
in Figure 8. All failure cases can be separated into four
groups: blurry image, wrong verb, wrong object, wrong
match. If the image is blurry or has partial occlusion, it is

hard to detection the interaction right. Besides, verb is usu-
ally hard to classify. Meanwhile, small objects also cause
that the network detect object wrongly (e.g. the carrot in
Figure 8). Lastly, even though the network can recognize
action and object correctly, it also possibly mismatches the
interaction. For example, in Figure 8, the women do not
interact with the banana on the corner of the table.
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