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### 1. Evaluation

#### 1.1. Evaluation on 1DSFM

We report the time (second) and memory (GB) usage in Table 1 and Table 2 for 1DSFM [3] dataset for different methods including We compare our methods with Ceres [1] using conjugate gradient (Ceres-CG), PBA [4], STBA [5] and different variants of our methods. For our methods, we report “Ours-G” as our Pytorch-based LM solver that optimizes the problem globally as a whole. “Ours-BG” and “Ours-B” represent stochastic domain composition using our whole pipeline with and without global reinitialization. The statistics lead to the same conclusion derived from Section 4.1 (Efficiency and Memory) in the main paper.

Among existing global solvers, PBA [4] on GPU is faster than other algorithms run in multicore CPU implementation. Ours-G is even faster than PBA by directly calling an efficient “index_add_” in Pytorch to implement $J^T r$.

“Ours-G” uses less memory than other existing solvers. Typically, we use less memory to compute jacobians with our backward jacobian network. By solving subproblems in parallel for “Ours-BG” and “Ours-B”, we significantly reduce the computation time and maximum memory usage for each sub-problem. Therefore, our stochastic solver supports the optimization of problems on a very large scale. “Ours-B” is more efficient than “Ours-BG” considering time and memory since it does not perform global reinitialization by slightly sacrificing the quality. In practice, either of them can be used depending on whether the application prefers quality or speed.

#### 1.2. Solver robustness

We repeat processing Ladybug dataset using “ours-B” for 5 times, and the final losses are 1.131, 1.129, 1.138, 1.133, 1.139. As a result, our stochastic solver shows stability for preserving the quality of the solution.

#### 1.3. Performance Profiling

We follow [5] and report the performance profile of all 19 scenes in Table 2 of the main paper in Figure 1 by setting $\tau = 0.1$. We show significant performance increase among existing methods.
2. Implementation Details

2.1. Solver Interface

We aim at providing an general solver with a easy-to-use interface. The interface of our solver is implemented using Python that takes four inputs, including a list of variables \( \mathbf{x} = \{ \mathbf{v}_i \} \), a list of constants \( \mathbf{c}_i \), a list of variable indices \( \mathbf{I}_i \), and a user-defined function \( \mathbf{f} \). \( \mathbf{f} \) takes arguments in the order of \( (\mathbf{v}_1(\mathbf{I}_1), \ldots, \mathbf{v}_m(\mathbf{I}_m), \mathbf{c}_1, \ldots, \mathbf{c}_n) \) and output a residual \( \mathbf{r} \). Each input is a tensor with multiple dimensions implemented in Pytorch. The \( j \)-th element for the variable indices \( \mathbf{I}_i[j] \) corresponds to the \( j \)-th residual \( \mathbf{r}_j \). We allow both \( \mathbf{I}_i[j] \) and \( \mathbf{r}_j \) to have multiple dimensions, but require that indices inside \( \mathbf{I}_i[j] \) for each \( j \) is unique. As a result, a non-linear least squares problem can be easily formulated using our solver.

2.2. Jacobian Representation

The loss of backward jacobian network can be implemented by computing residuals \( \mathbf{r} \) from inputs defined in Section 2.1. Then, we compute the loss \( \mathbf{L} \) as the reduced sum of \( \mathbf{r} \). It is important that we set \( \{ \mathbf{v}_i(\mathbf{I}_i) \} \) rather than \( \{ \mathbf{v}_i \} \) as network parameters, and collect their gradients by calling backward function from \( \mathbf{L} \). As a result, we collect a set of gradient tensors \( \{ \mathbf{g}_i \} \), each of which has the same dimensions with \( \mathbf{v}_i(\mathbf{I}_i) \). The final jacobian is stored as a list of tensors as \( \{ \mathbf{g}_1, \ldots, \mathbf{g}_m, \mathbf{I}_1, \ldots, \mathbf{I}_m \} \).

2.3. Kernels

To implement an LM solver in Pytorch, two most important kernels are the computation of \( \mathbf{Jx} \) and \( \mathbf{J}^T \mathbf{r} \). \( \mathbf{Jx} \) can be computed as shown in Equation 1.

\[
\mathbf{Jx} = \sum_{i=1}^{m} \mathbf{J}_i \mathbf{v}_i
\] (1)

\( \mathbf{J}_i \) is represented using \( (\mathbf{g}_i, \mathbf{I}_i) \). Specifically, we compute \( \mathbf{J}_i \mathbf{v}_i \) as the reduced sum over all dimensions except the first one for \( \mathbf{g}_i \circ \mathbf{v}_i(\mathbf{I}_i) \), where \( \circ \) represents the element-wise multiplication operator.

\( \mathbf{J}^T \mathbf{r} \) leads to a tensor with the same dimensions as the variable \( \mathbf{x} \). Therefore, we use a list of \( m \) tensors \( \{ \mathbf{J}_1^T \mathbf{r}, \ldots, \mathbf{J}_m^T \mathbf{r} \} \) to represent it. To compute \( \mathbf{J}_i^T \mathbf{r} \), we first expand \( \mathbf{r} \) which have the same dimension as \( \mathbf{g}_i \) does. We compute \( \mathbf{g}_i \circ \mathbf{r}^\ast \) and call “index_add_” to compute the reduced sum of \( \mathbf{g}_i \circ \mathbf{r}^\ast \) through index \( \mathbf{I}_i \).

Combining these components with other basic tensor operators, we implement an LM solver with a preconditioned conjugate gradient linear solver in Pytorch. The linear solver terminates if the relative error is smaller than \( 1e-3 \) or the number of linear steps is larger than 150. Triggs correction [2] can be further integrated as a robust kernel in the system.
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