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In this supplementary material, we first describe the
detailed network architecture of our geometry generator
and texture generator. Meanwhile, the choices of hyper-
parameters are provided. We present extra experimental re-
sults, including a user study and more visual comparisons.
We also perform an extra experiment on large number of
source images to demonstrate that our method can synthe-
size realistic human as a single person model. A supple-
mentary video that contains visual results of our method and
the compared baselines is available at https://youtu.
be/ZJ15X-sdKSU.

1. Details of Experiments
1.1. Network Architecture

Notations for the architecture

• Conv(a, b, c, d): 2d-convolution operation with input
channel a, output channel b, kernel size c×c and stride
d;

• CRN(a, b, c, d): Conv(a, b, c, d)-relu-normalization se-
quence;

• ResBlk(a): residual block used in ResNet with input
and output channel a;

• Upsample(a): bilinear interpolation to upsample the
input feature to a times of its original spatial resolu-
tion.

The padding strategy for convolution is “SAME”. We use
instance normalization since our batch size is limited by the
memory of GPU and batch normalization does not work
well when the batch size is small. The Oi’s and Ii’s denote
the position where we merge the feature of source images
and target pose as shown in Figure 2(a) in our main paper.
The output atOi will be merged with attention and sent into
the corresponding Ii.
Image Context EncoderEI : CRN(3, 32, 7, 1)−→CRN(32,
64, 3, 2) O1−−→ CRN(64, 128, 3, 2) O2−−→ CRN(128, 128, 3, 2)
O3−−→ CRN(128, 128, 3, 2) O4−−→

Pose Attention Encoder EW : CRN(26, 32, 7, 1) −→
CRN(32, 64, 3, 2) O1−−→ CRN(64, 128, 3, 2) O2−−→ CRN(128,
128, 3, 2) O3−−→ CRN(128, 128, 3, 2) O4−−→
Target Pose Encoder EP : CRN(26, 32, 7, 1) −→ CRN(32,
64, 3, 2) O1−−→ CRN(64, 128, 3, 2) O2−−→ CRN(128, 128, 3, 2)
O3−−→ CRN(128, 128, 3, 2) O4−−→ 10×Resblk(128)

Mask Branch of Decoder DG: I4−→ Upsample(2) −→
CRN(256, 128, 5, 1) I3−→ Upsample(2) −→ CRN(256, 128,
5, 1) I2−→ Upsample(2) −→ CRN(256, 64, 5, 1) I1−→ Upsam-
ple(2) −→ CRN(128, 32, 5, 1) −→ Conv(32, 25, 7, 1)
Coordinate Branch of Decoder DG: I4−→ Upsample(2) −→
CRN(256, 128, 5, 1) I3−→ Upsample(2) −→ CRN(256, 128,
5, 1) I2−→ Upsample(2) −→ CRN(256, 64, 5, 1) I1−→ Upsam-
ple(2) −→ CRN(128, 32, 5, 1) −→ Conv(32, 48, 7, 1)
Texture Encoder ET : CRN(3, 64, 7, 1) −→ CRN(64, 128,
3, 2) −→ CRN(128, 256, 3, 2) −→ CRN(256, 512, 3, 2)
Texture Encoder DT : 6×Resblk(512) −→ Upsample(2) −→
CRN(512, 256, 3, 1) −→ Upsample(2) −→ CRN(256, 128, 3,
1) −→ Upsample(2) −→ CRN(128, 64, 3, 1) −→ Conv(64, 3,
7, 1)

1.2. Hyperparamters

For λ’s mentioned in the Equation (19), we empirically
set λI = 1, λM = 1, λRT = 1, λRC = 20, λRM = 0.8.
The λ’s mentioned in the Equation (21) are the same.

We use Adam optimizer with (β1, β2) = (0.5, 0.999)
at all initialization, multi-video training and fine-tuning
stages. For initialization and multi-video training stages,
learning rate starts at 0.0002. The initialization stage lasts
for 10 epochs and the learning rate decays half at the 5th
epoch. We train the multi-video stage for 15 epochs with
learning decaying half at the 5th and the 10th epoch. At the
test time, we randomly select 20 images from one video as
the source images. The number of fine-tuning steps is 40 for
geometry generator and 300 for the texture embedding and
the background. We set the learning rate to be 0.0002 for
the geometry generator and 0.005 for the texture embedding
and the background. We train the generators on two GPUs
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with their memories fully utilized. We set batch size to be
16 for initialization of geometry generator, 8 for initializa-
tion of texture generator and 10 for the multi-video training
stage. We fine-tune the model on one GPU and the batch
size is 6.

2. More Experiments
We include more visual results in the supplementary

video.

2.1. Sufficient Number of Source Images

As the number of source images grows, our method is
able to generate realistic human motion as single person
model. We fine-tune our model on all available images of
the source person. The number of frames for each source
person is about 4,000 and slightly varies across different
source persons. We obtain the best FReID 2.33 and pose
error 6.34. The visual results are shown in Figure 4 and
Figure 5. We observe that high quality images are effec-
tively generated with fine texture details and accurate tar-
get pose. For example, realistic textures on the T-shirt and
shoes are well preserved in the third example of Figure 5.
Interestingly, in the second example of Figure 5, shadows
can be accurately generated as the fine-tuning process en-
ables the geometry generator to model the shadow as one
part of the human.
Comparison with EDN [2]. We compare our method with
EQN when the number of source images is sufficient. We
remove the face generator from EDN and train individual
model for each person using all images of the source per-
son. In the task of motion transfer, we achieve FReID 5.21
and pose error 9.45, which is inferior to our method. Fig-
ure 1 shows more visual comparisons between our method
and EDN. Our proposed method achieves higher synthesis
quality than EDN.

2.2. Generating HD Images

Our method is able to generate HD images using gen-
erators trained on low resolution images. The resolution
of the neural rendering mainly relies on the resolution of
the texture map. As the high resolution UV map is almost
continuous, we can simply up-sample the UV map with bi-
linear interpolation. And the high resolution texture can be
obtained by directly fine-tuning the texture map on HD im-
ages. Figure 2 shows some examples of the generating HD
images on 512× 512 resolution with few or sufficient num-
ber of source images.

2.3. More Qualitative Comparison

Figure 3 includes more synthesized images of human
motion transfer of different methods in the few-shot setting.
We give more detailed analysis of each competing method
as follows.

Posewarp [1]. Posewarp segments each body part by the
predefined masks and uses affine transformation to transfer
body parts from the source pose to the target pose. However,
affine transformation only produces coarse body parts in the
target pose. The generative network at later stage has lim-
ited power and cannot recover all the details of the source
person. Besides, the predefined mask cannot generalize to
different persons with different shapes. Therefore, Pose-
warp may lose some parts of the body (e.g. head regions
in Figure 3). The resulting artifacts are consistent with the
what [6, 4] report in their experiments.
MonkeyNet [5]. MonkeyNet does not use 2D pose key-
points extracted by off-the-shelf models. Instead, it uses
the keypoints detected by itself and moves these keypoints
to generate motion for the source person. However, these
keypoints are necessarily aligned with the pose and mov-
ing these keypoints does not change the pose of the source
person. It only adds strange distortion to the source image
while makes the pose stay the same. Similar observations
are also made in the experimental comparison in [6].
LWG [4]. While LWG can produce realistic images for
persons with regular shapes (the 5th-8th rows of Figure 3),
it is not able to generate persons with complicated shapes
such as dress and long hair (the 1st-4th rows of Figure 3).
This is because LWG is built on top of SMPL models pre-
dicted by HMR [3], and SMPL is a skinned 3D human
model that does not model human’s clothes and hair. Fur-
thermore, HMR might be inaccurate when estimating the
target pose especially when the background is cluttered or
there is motion blur, making the generated results tempo-
rally discontinuous (see supplementary video for temporal
comparison).
FewShotV2V [6]. FewShotV2V only outlines the human
in the target pose with plenty of artifacts. Although Few-
ShotV2V uses SPADE module to generate different weights
for different person, the module requires a lot of training
subjects (1,500 videos as described in the paper) so that
it can learn how to generate weights for different persons.
And the 50 videos we use are not enough for FewShotV2V
to learn good generalization. Our method, in contrast, de-
couples the generation of geometry and texture and it can
generalize to a new person with only a small number of
training videos.

Compared with these methods, our method obtains the
most visual appealing results without presenting the afore-
mentioned artifacts.

2.4. Texture Map

We show more examples of texture map in Figure 6 when
different texture fine-tuning strategies are employed. Com-
pare with the texture generator, direct merging source tex-
tures leaves a large proportion of the texture unfilled (Black
part of Figure 6(a)). Directly fine-tuning the texture map
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Target Pose OursEDNSource Person Target Pose OursEDNSource Person

Figure 1. Visual comparison between our method and EDN [2] with sufficient number of source images. Our method generates more
realistic human.

(a) 20 Source Images (b) Sufficient Source Images

Figure 2. Examples of 512× 512 HD images by up-sampling the UV maps and fine-tune the texture on high resolution source images.

adds noises to the texture. If it is rendered to the geom-
etry, the synthesized human will be noisy and unnatural.
Fine-tuning the embedding gives the most realistic texture
with fewer artifacts and less noise. Comparison of gener-
ated videos with different texture maps can be found in the

supplementary video file.
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Source Target Pose Posewarp MonkeyNet LWG FewShotV2V Ours
Figure 3. More visual comparison between our method and other competing methods. Supplementary video contains the corresponding
video results.

5



Figure 4. The synthesized motion of our method with sufficient number of source images. The first column represents source person and
the other columns are the synthesized human in the corresponding pose. Video results are included in the supplementary video.
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Figure 5. The synthesized motion of our method with sufficient number of source images. The first column represents source person and
the other columns are the synthesized human in the corresponding pose. Video results are included in the supplementary video.

7



(a) Direct Merge

(b) No Fine-tune

(c) Fine-tune the Texture Map

(d) Fine-tune the Embedding

Figure 6. Texture maps of different texture map fine-tuning strategies. Corresponding video results can be found in the supplementary
video.

8


