Supplementary Materials of
Neighbor2Neighbor: Self-Supervised Denoising from Single Noisy Images

A. Proof of Theorem 1

Theorem 1. Let y and z be two independent noisy images
conditioned on x, and assume that there exists an € # 0
such that By (y) = x and B, x(z) = x + €. Let the
variance of z be o2. Then it holds that
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Proof. First, similar to the derivation in Section 2 of the
supplementary materials of [1], we have
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Due to the independence between y and z given x, it holds
that
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Since Ey y = ExE we further have

y|x>

2 2
By [l fo(y) =%l = Exy.z [l fo(y) = zl; — o7

“)
+ 2E«‘I['Ex,y(fb' (y) - X)'

B. Details of Fix-Location Sampling Strategy

Here, we give an illustrative example to describe the de-
tails of fix-location sampling strategy. The fix-location sam-
pler randomly generates a pair of sub-sampled images from
k? to-be-chosen sub-sampled images. In each sub-sampled
image, all pixels are from the same location of all the k& x k
cells. In Figure A.1, k = 2, and locations chosen for four
sub-sampled images (red, blue, yellow, and green pixels)
are totally the same in each 2 x 2 cell on the left. Con-
sequently, four sub-sampled images are generated, filled
in red, blue, yellow, and green in the middle. Then, the
sub-sampled paired images (g1(y), g2(y)) are randomly se-
lected which is shown as the blue patch and the green patch
on the right.
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Figure A.1: Example of image pair generation with a fix-
location sub-sampler G' = (g1, g2). Best viewed in color.



C. More Visualization Comparisons
C.1. More Results on Synthetic Experiments

In Figure A.2 and Figure A.3, we provide more qualita-
tive comparisons of the denoised images for Gaussian noise
with noise level ¢ = 25 and Poisson noise with noise level
A = 30.

C.2. Additional Visualization Results

Different from Section C.1, here we compare the vi-
sual quality of the denoised images by different denois-
ers on noisy images with varied noise level. Figure A.4
and Figure A.5 show the visual comparison of our methods
against other competing methods in the setting of Gaussian
o € [5,50] and Poisson A € [5,50] respectively. In detail,
all network-based denoising methods are trained on the syn-
thetic noise of Gaussian o € [5, 50] or Poisson A € [5, 50].
While testing, we use the noisy images of noise level o or A
with the fixed noise level 5, 10, 25 or 50 respectively.

C.3. More Results on Real-world Experiments

In Figure A.6, we show more denoising results on the
SIDD Benchmark dataset.
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Noisy Baseline, N2C Baseline, N2N N2V Laine19-mu Laine19-pme Noisier2Noise Ours

Kodak-002 20.57/0.233 33.06/0.844 33.03/0.843 30.92/0.746 31.86/0.808 33.02/0.842 31.58/0.802 32.65/0.835

1
Jljeed
Koda.k-OOé ) Noisy Baseline, N2C Baseline, N2N N2V Laine19-mu Laine19-pme Noisier2Noise Ours

20.44/0.558 30.29/0.902 30.29/0.902 28.30/0.862 28.03/0.863 30.36/0.902 28.29/0.865 29.71/0.895

Kodak-017 Noisy Baseline, N2C Baseline, N2N N2V Laine19-mu Laine19-pme Noisier2Noise Ours
20.63/0.274 33.57/0.894 33.56/0.894 31.73/0.836 31.85/0.869 33.56/0.893 31.86/0.863 33.23/0.890

Figure A.2: Visual comparison of our method against other competing methods in the setting of Gaussian ¢ = 25. The
quantitative PSNR(dB)/SSIM results are listed underneath the images. Best viewed in color.

Kodak-009 Noisy Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours
17.83/0.185 33.58/0.899 33.56/0.899 32.18/0.889 30.60/0.788 32.56/0.884 33.43/0.896 33.18/0.895

Kodak-021 Noisy Baseline, N2C Baseline, N2N Anscombe N2v Laine19-mu Laine19-pme Ours
18.37/0.297 30.96/0.888 30.96/0.888 29.97/0.877 29.14/0.796 28.77/0.844 30.86/0.885 30.69/0.884

Kodak-024 Noisy Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme
19.04/0.342 29.68/0.873 29.66/0.874 28.65/0.852 27.49/0.796 27.03/0.815 29.49/0.870 29.36/0.868

Figure A.3: Visual comparison of our method against other competing methods in the setting of Poisson A = 30. The
quantitative PSNR(dB)/SSIM results are listed underneath the images. Best viewed in color.
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Koak-021 Noisy o =5 Baseline, N2C Baseline, N2N BM3D Laine19-mu Laine19-pme Ours

34.12/0.855 39.94/0.968 39.94/0.968 39.70/0.964 36.58/0.948 32.45/0.920 40.03/0.968 38.67/0.963

Koa.k-021 Noisy o = 10 Baseline, N2C Baseline, N2N BM3D N2v Laine19-mu Laine19-pme Ours
28.16/0.648 36.32/0.946 36.33/0.946 35.98/0.943 34.21/0.921 31.43/0.901 36.34/0.946 35.81/0.944

Koak-OZl Noisy o = 25 Baseline, N2C Baseline, N2N BM3D N2v Laine19-mu Laine19-pme Ours
20.27/0.336 31.66/0.896 31.65/0.895 31.18/0.887 30.12/0.847 29.16/0.851 31.55/0.892 31.40/0.892

Noisy 0 = 50 Baseline, N2C Baseline, N2N BM3D N2v Laine19-mu Laine19-pme Ours
14.58/0.165 28.33/0.828 28.33/0.827 27.76/0.805 26.61/0.695 27.03/0.786 28.16/0.817 28.09/0.821

N
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Noisy 0 =5 Baseline, N2C Baseline, N2N BM3D N2v Lainel19-mu Laine19-pme Ours

Kodak-023
34.15/0.801 41.65/0.968 41.70/0.968 41.61/0.967 37.78/0.951 39.03/0.951 41.81/0.968 40.85/0.963

Kodak-023 Noisy o = 10 Baseline, N2C Baseline; N2N BM3D N2v Laine19-mu LainelQ;pme Ours
28.18/0.532 39.10/0.952 39.12/0.952 38.81/0.949 36.17/0.920 37.54/0.940 39.13/0.952 38.43/0.946

Noisy 0 = 25 Baseline, N2C Baseline, N2N BM3D N2V Lainel19-mu Laine19-pme Ours
20.39/0.201 35.47/0.921 35.46/0.921 34.80/0.911 32.81/0.853 34.58/0.910 35.29/0.916 35.04/0.914

Kodak-023

Kodak-023 ; Noisy o = 50 Baseline, N2C Baseline, N2N BM3D N2v Laine19-mu Laine19-pme Ours
14.90/0.084 32.40/0.883 32.37/0.883 31.63/0.866 28.92/0.701 31.84/0.872 32.07/0.869 32.07/0.876

Figure A.4: Visual comparison of our method against other competing methods in the setting of Gaussian o € [5,50]. The
denoised results of four noisy images with fixed Gaussian noise level o = 5, 10,25, 50 are evaluated on the same denoising
model which is trained on noisy images with Gaussian o € [5,50]. The quantitative PSNR(dB)/SSIM results are listed
underneath the images. Best viewed in color.
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Noisy A =5 Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours

Kodak-002 13.03/0.073 29.68/0.749 29.64/0.750 22.58/0.644 26.30/0.528 29.34/0.733 29.10/0.726 29.40/0.736

Kodak-002 Noisy 1 = 10 Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours
15.61/0.126 30.90/0.789 30.90/0.788 26.89/0.739 27.75/0.619 30.36/0.766 30.53/0.775 30.69/0.781

Kodak-002 Noisy A = 25 Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours

19.28/0.240 32.63/0.841 32.66/0.841 30.91/0.812 29.20/0.745 31.60/0.807 32.39/0.833 32.41/0.835

Kodak-002 Noisy 4 = 50 Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours

22.24/0.359 34.01/0.874 34.02/0.874 32.98/0.853 30.32/0.796 32.51/0.833 33.64/0.859 33.67/0.865

S K &

Noisy A =5 Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours
12.87/0.091 29.08/0.802 29.07/0.802 22.28/0.665 26.43/0.627 28.37/0.781 28.67/0.779 28.86/0.795

Kodak-017

Noisy 1 = 10 Baseline, N2C Baseline, N2N Anscombe N2v Laine19-mu Laine19-pme Ours

Kodak-017 15.52/0.152 30.67/0.844 30.65/0.843 26.87/0.778 28.39/0.726 29.70/0.822 30.39/0.832 30.48/0.839

Noisy 4 = 25 Baseline, N2C Baseline, N2N Anscombe N2V Laine19-mu Laine19-pme Ours
19.30/0.275 32.72/0.884 32.72/0.884 31.04/0.859 30.67/0.818 31.28/0.860 32.52/0.878 32.46/0.881

Noisy 1 = 50 Baseline, N2C Baseline, N2N Anscombe N2V Lainel19-mu Laine19-pme Ours
22.26/0.400 34.35/0.910 34.34/0.910 33.32/0.898 32.17/0.860 32.44/0.886 34.10/0.904 34.01/0.906

Kodak-017

Figure A.5: Visual comparison of our method against other competing methods in the setting of Poisson A € [5,50]. The
denoised results of four noisy images with fixed Poisson noise level A = 5,10, 25, 50 are evaluated on the same denoising
model which is trained on noisy images with Poisson A € [5,50]. The quantitative PSNR(dB)/SSIM results are listed
underneath the images. Best viewed in color.



Noisy Baseline, N2C Baseline, N2N BM3D Laine19-mu (Gaussian) Lainel9-mu (Poisson) DBSN Ours (U-Net) Ours (RRGs)
Noisy Baseline, N2C Baseline, N2N BM3D N2V Laine19-mu (Gaussian) Lainel9-mu (Poisson) DBSN Ours (U-Net) Ours (RRGs)
Noisy Baseline, N2C Baseline, N2N BM3D N2V Laine19-mu (Gaussian) Lainel9-mu (Poisson) DBSN Ours (U-Net) Ours (RRGs)
Noisy Baseline, N2C Baseline, N2N BM3D N2V Laine19-mu (Gaussian) Lainel9-mu (Poisson) DBSN Ours (U-Net) Ours (RRGs)

Figure A.6: Visual comparison of our method against other methods on SIDD Benchmark. All images are converted from
raw-RGB space to sSRGB space by the ISP provided by SIDD! for visualization. Best viewed in color.

1 https://github.com/AbdoKamel/simple-camera-pipeline
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