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In this supplemental material, we provide additional de-

tails on the pre-training and fine-tuning strategies.

Pre-training. During the self-supervised pre-training,

we use Adam [4] as our optimizer and use the learning rate

of 0.001. The batch size is 10 source images per GPU for

16 GPUs. We use warm-up [1] of 10 epochs starting with

a learning rate of 0.0001 and the total number of epochs

is 100 except for kinetics, where 2 warm-up epochs and in

total 20 epochs are used to train the model. A half-period

cosine schedule [5] is adopted. A dropout of 0.5 is used

during the pre-training of the video models. Besides the

MoSI-specific augmentations, including random sizes and

locations of the static mask, we also apply a frame-wise ran-

dom color jittering following [2, 3], for the model to learn

not only low-level pixel-correspondence, but also semantic

correspondences. The weight decay is set to 1e-4.

Fine-tuning. During fine-tuning on the downstream ac-

tion classification task, warm-up is applied with a starting

learning rate of 1/10 the base learning rate. The weight de-

cay is set to 0.001. Ten warmup epochs is used and the

model is trained in total for 300 epochs. Data augmenta-

tion include spatial random crop, random horizontal flip,

and clip-wise random color jittering with the same parame-

ter as in self-supervised training.
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