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Figure 10: Our method can handle significant depth change.

A. Handling Large Pose Variation
Our method can handle moving body parts, such as arms

and legs, that induce significant depth variation across time.
Specifically, the 3D translation inWk

i→j is designed to ac-
count for such changes in depth. Figure 10 shows a large
depth and pose change of the left leg between frames where
the 3D points (pi) can be correctly transformed to the other
frame (pi→j =Wk

i→j(pi)).
Pose variant cloth geometry, such as cloth wrinkles, may

not be approximated by SE3 with UV correspondences.
However, our method is agnostic to the choice of transfor-
mation, i.e., it can be generalized to affine, perspective, or
even non-parametric transformation without loss of gener-
ality. Further, our measure of the surface normal consis-
tency enforces the prediction to match the surface of pre-
sented image, which can reconstruct the local fine geometry
as shown in reconstructed surfaces of Figure 11.

B. Effect of Self-supervision
Our method makes a positive impact on the plausibility

of reconstruction. Without it, the trained model is highly
over-fitted to the scanned data, which produces unrealistic
reconstruction as shown in Figure 8. The head is recon-
structed far behind the torso mainly due to the small size
of the head. As the mean and median errors are not the
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Figure 11: Our method can handle cloth geometry changes
in the case of loose clothing.
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Figure 12: Histogram of error.

Losses D. error N. error R. error

Lz 1.388±0.860 0.370±0.071 0.066±0.023
Lz + Ls 1.193±0.820 0.282±0.053 0.059±0.020
Lz + Ls + Lw 1.115±0.755 0.275±0.051 0.059±0.021

Table 3: Ablation study on RenderPeople dataset [2]. D. er-
ror (normalized error), N. error (rad) and R. error represent
depth error, normal error, and reconstruction error respec-
tively (mean±std).

best descriptive metrics to capture such qualitative plausi-
bility, we further analyze the error by computing its distri-
bution using error histogram shown in Figure 12. The self-
supervision results in majority of pixels remaining in the
lower error regions and a smaller number of pixels in out-
lier regions (shorter tail error distribution). We also report
the ablation study of Table 2 for RenderPeople dataset [2]
in Table 3. As the training data is similar to the test data,
the self-supervision does not make an impact on error re-
duction.

C. More Qualitative Evaluation
Figure 13 and 14 show more evaluation results on Vlasic

et al. dataset [53]. Figure 16 and 17 show more evaluation
results on Tang et al. dataset [50] and Figure 15 shows the
evaluation results on RenderPeople dataset [2].
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Figure 13: Qualitative comparison on Vlasic et al. dataset
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Figure 14: Qualitative comparison on Vlasic et al. dataset
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Figure 15: Qualitative comparison on RenderPeople testing dataset
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Figure 16: Qualitative comparison on Tang et al. training dataset
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Figure 17: Qualitative comparison on Tang et al. training dataset


