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S1. Implementation Details
Details for Adversarial Climbing: Many recent stud-

ies [3, 11, 12] rely on the procedure of PSA [2] and IRN [1]
for generating a CAM: a single image is flipped and resized
with four different scales of {0.5, 1.0, 1.5, 2.0}, and the
CAMs are extracted from those eight images. Those CAMs
are aggregated into a single map by pixel-wise sum pooling.

We manipulate those eight images independently for ad-
versarial climbing, resulting in eight localization maps (A).
We obtain a final map by aggregating those eight maps into
a single map by pixel-wise sum pooling.

Details for Semantic Segmentation: We used the Py-
Torch implementation of DeepLab-v2-ResNet1011 to train
our segmentation network. We used multi-scale testing dur-
ing inference time following [1, 2, 5, 6, 11]. Specifically,
an input image is resized with four different scales of {0.5,
0.75, 1.0, 1.25}. These images are fed into the segmentation
network independently, and the outputs are aggregated into
a single map by pixel-wise max pooling, resulting in the
final segmentation map. The experiments were performed
on NVIDIA Tesla V100 GPUs.

S2. Additional Analysis
Threshold analysis: As mentioned in Section 4.2 of the

main paper, we report the best initial seed performance by
applying a range of thresholds to separate the foreground
and background in the map A. We present the effectiveness
of this threshold by evaluating the initial seed, separated
by a range of thresholds, in terms of mIoU. Figure S1(a)
shows the mIoU of the initial seed obtained from the ‘CAM’,
‘AdvCAM without regularization’, and ‘AdvCAM with reg-
ularization’. We select t = 8 for ‘AdvCAM without regu-
larization’ and t = 27 for ‘AdvCAM with regularization’,
which are the best values of t for each setting according to
Figure 5(a) in the main paper.

Effects of suppressing other classes: Section 3.4 in the

1https://github.com/kazuto1011/deeplab-pytorch

main paper has proposed two regularization terms: 1) sup-
pressing other classes and 2) inhibiting excessive concentra-
tion. The effectiveness of the latter was dealt with in-depth
in the main paper (please see Section 5). We will now focus
on the effectiveness of suppressing other classes. To isolate
the effect of this regularization procedure, we exclude the
masking technique in all experiments here.

Figure S1(b) shows the mIoU of the initial seed for each
adversarial iteration with and without the regularization of
suppressing other classes. We can see that using this regular-
ization technique provides better adversarial manipulation.

Comparison of per-class mIoU scores: Table S1 shows
the per-class mIoU of our method and recently produced
methods.

Additional mask examples on semantic segmentation.
Figure S2 shows more examples of the semantic masks from
FickleNet [5], IRN [1], CCT [9], and our method.

Additional examples of localization maps by adver-
sarial climbing. Figure S3 shows additional examples of
successive attribution maps obtained from images manipu-
lated by iterative adversarial climbing.
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Figure S1: Examples of initial CAMs and successive localization maps obtained from images manipulated by iterative
adversarial climbing.
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Results on PASCAL VOC 2012 validation images:
GAIN [8] 87.6 76.7 33.9 74.5 58.5 61.7 75.9 72.9 78.6 18.8 70.8 14.1 68.7 69.6 69.5 71.3 41.5 66.5 16.4 70.2 48.7 59.4
PSA [2] 88.2 68.2 30.6 81.1 49.6 61.0 77.8 66.1 75.1 29.0 66.0 40.2 80.4 62.0 70.4 73.7 42.5 70.7 42.6 68.1 51.6 61.7
CIAN [4] 88.2 79.5 32.6 75.7 56.8 72.1 85.3 72.9 81.7 27.6 73.3 39.8 76.4 77.0 74.9 66.8 46.6 81.0 29.1 60.4 53.3 64.3
SEAM [11] 88.8 68.5 33.3 85.7 40.4 67.3 78.9 76.3 81.9 29.1 75.5 48.1 79.9 73.8 71.4 75.2 48.9 79.8 40.9 58.2 53.0 64.5
FickleNet [5] 89.5 76.6 32.6 74.6 51.5 71.1 83.4 74.4 83.6 24.1 73.4 47.4 78.2 74.0 68.8 73.2 47.8 79.9 37.0 57.3 64.6 64.9
SSDD [10] 89.0 62.5 28.9 83.7 52.9 59.5 77.6 73.7 87.0 34.0 83.7 47.6 84.1 77.0 73.9 69.6 29.8 84.0 43.2 68.0 53.4 64.9
Lee et al. [6] 90.8 82.2 35.1 82.4 72.2 71.4 82.7 75.0 86.9 18.3 74.2 29.6 81.1 79.2 74.7 76.4 44.2 78.6 35.4 72.8 63.0 66.5
BBAM [7] 92.7 80.6 33.8 83.7 64.9 75.5 91.3 80.4 88.3 37.0 83.3 62.5 84.6 80.8 74.7 80.0 61.6 84.5 48.6 85.8 71.8 73.7
AdvCAM (Ours, weak) 90.0 79.8 34.1 82.6 63.3 70.5 89.4 76.0 87.3 31.4 81.3 33.1 82.5 80.8 74.0 72.9 50.3 82.3 42.2 74.1 52.9 68.1
AdvCAM (Ours, semi) 94.4 91.7 65.6 89.1 72.4 72.8 93.4 86.0 90.4 37.5 90.6 58.6 84.5 88.9 83.3 84.9 62.0 81.6 49.5 85.9 71.8 77.8

Results on PASCAL VOC 2012 test images:
GAIN [8] 88.2 79.3 33.7 67.9 50.5 62.5 76.0 72.2 77.6 20.3 65.8 19.5 72.6 73.0 75.2 71.4 42.4 72.8 21.4 61.5 48.6 59.6
PSA [2] 89.1 70.6 31.6 77.2 42.2 68.9 79.1 66.5 74.9 29.6 68.7 56.1 82.1 64.8 78.6 73.5 50.8 70.7 47.7 63.9 51.1 63.7
FickleNet [5] 90.3 77.0 35.2 76.0 54.2 64.3 76.6 76.1 80.2 25.7 68.6 50.2 74.6 71.8 78.3 69.5 53.8 76.5 41.8 70.0 54.2 65.0
SSDD [10] 89.0 62.5 28.9 83.7 52.9 59.5 77.6 73.7 87.0 34.0 83.7 47.6 84.1 77.0 73.9 69.6 29.8 84.0 43.2 68.0 53.4 64.9
Lee et al. [6] 91.2 84.2 37.9 81.6 53.8 70.6 79.2 75.6 82.3 29.3 76.2 35.6 81.4 80.5 79.9 76.8 44.7 83.0 36.1 74.1 60.3 67.4
BBAM [7] 92.8 83.5 33.4 88.9 61.8 72.8 90.3 83.5 87.6 34.7 82.9 66.1 83.9 81.1 78.3 77.4 55.2 86.7 58.5 81.5 66.4 73.7
AdvCAM (Ours, weak) 90.1 81.2 33.6 80.4 52.4 66.6 87.1 80.5 87.2 28.9 80.1 38.5 84.0 83.0 79.5 71.9 47.5 80.8 59.1 65.4 49.7 68.0
AdvCAM (Ours, semi) 94.3 93.6 65.7 90.3 54.2 74.4 91.7 85.6 91.7 28.2 88.1 67.4 86.2 88.5 89.4 82.6 62.2 87.2 47.6 80.5 65.3 76.9

Table S1: Comparison of per-class mIoU scores.
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Image Ground Truth
FickleNet IRN Ours CCT Ours

Weakly Supervised Semi-Supervised

Figure S2: Examples of predicted semantic masks for PASCAL VOC val images in weakly and semi-superivsed manner.
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Figure S3: Examples of initial CAMs and successive localization maps obtained from images manipulated by iterative
adversarial climbing.
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