
1. Experimental Details
We designed different task network architectures and

training strategies for different data sets.
In the Digits dataset, we use a simple task model accord-

ing to [10]. The network architecture is shown in Tab. 1.
We applied the ReLU activation layer for all the convolu-
tion layers and fully connected layers. The fc5 and fc6 are
two output layers that are connected to fc4. The softmax
layer is applied for fc5. And the output vector of fc6 is nor-
malized to lie on the unit hypersphere.

Layer ksize stride pad # filters Data shape
input (3, 32, 32)
conv1 5 1 0 64 (64,28,28)
pool1 2 2 (64,14,14)
conv2 5 1 0 128 (128,10,10)
pool2 2 2 (128,5,5)
fc3 (1024,)
fc4 (1024,)
fc5(out1) (10,)
fc6(out2) (128,)

Table 1. Configuration of the task network architecture used in
Digits dataset.

In CIFAR10-C[3] dataset, the task model is a 16 lay-
ers Wide Residual Network(WRN) [15] and the width is 4.
The first layer is a convolution layer with 16 kernels and the
kernel size is 3. Then there are 3 groups of convolution lay-
ers. Each group consists of 2 residual blocks and each block
consists of 2 convolution layers. The number of channels in
the 3 groups is 64, 128 and 256 respectively. An average
pooling layer with the 8 × 8 kernel is used after the third
group. Finally, we apply two fully connected layers to get
the prediction results and the projection vectors. All con-
volution layers are followed by the ReLU activation layers
and the Batch Normalize layers.

In SYNTHIA[11], we use the FCN [8] as the task model.
ResNet-50 is applied as the backbone 1. First, the features
are extracted by the ResNet-50. Then the coarse segmenta-
tion result is predicted with a 1 × 1 convolutional layer. A
transposed convolution layer is used to upsample the coarse
segmentation result to the input image size. And a fully con-
nected layer is applied after the ResNet-50 to get projection
vectors.

The domain expansion network G in all the experiments
is similar. G can be a variety of structures depending on
related downstream tasks, such as AutoEncoder [6], HRNet
[12], spatial transform network(STN) [4] or a combination
of these networks. In our experiment, we mainly use the
Autoencoder with AdaIN [5] as the generator. G consists of
the encoder GE , the AdaIN and the decoder GD. First, the

1https://pytorch.org/vision/stable/models.html?highlight=fcn resnet50
#torchvision.models.segmentation.fcn resnet50

images go through the encoder to get the features. Then the
mean and variance of the features are randomly adjusted by
the AdaIN layer. Finally, a new image is generated through
the decoder.

2. Comparison on CIFAR10-C
We train all the models on the CIFAR10 train set, vali-

date the models on the CIFAR10 test set, and evaluate the
models on the CIFAR10-C. We show the experimental re-
sults across different types of corruptions with the 5th level
severity in Tab. 2. Our approach has higher average accu-
racy than other approaches. In some corruption types, the
RandAugment[2] approach performs better than us. How-
ever, it is important to note that there is no manual data aug-
mentation in our approach, and our approach can be used
together with RandAugment.

3. Visualization of the feature space
The main idea of PDEN is to improve the generalization

of the model in the unseen domain by learning the domain
invariant feature representation. Fig.1 illustrates the differ-
ence in feature space between PDEN and the baseline mod-
els. For better visualization, we keep all the model output
2-d features. Rows 1 and 2 correspond to the baseline model
and the PDEN. Columns 1, 2 and 3 correspond to different
dataset.

Column 1: The MNIST distribution in feature space of
the baseline model and the PDEN is different. For the base-
line model, each class is distributed in the feature space in a
spindle shape. All samples are far from the decision bound-
ary. For PDEN, the distribution of each class is fan-shaped
in the feature space. In contrast, more samples are close to
the decision boundary in the feature space of PDEN.

Column 2: These two sub-figure represent the distribu-
tion of samples(generated by PDEN) in the feature space of
the baseline and PDEN models. For the baseline model,
the generated samples of different categories are mixed
with each other to such an extent that they cannot be dis-
tinguished. This indicates that the samples generated by
PDEN are hard samples for the baseline model. For PDEN,
the hard samples can be perfectly distinguished.

Column 3: We take MNIST M as the target domain. In
the feature space of the baseline model, most samples from
MNIST M are mixed with each other. In the feature space
of PDEN, fewer samples are mixed with each other. This il-
lustrate that PDEN can focus on domain-invariant represen-
tations, so PDEN achieves better generalization on unseen
domains.
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Figure 1. Visualization of different domains in the feature space. Row 1: the feature space of the baseline model. Row 2: the feature space
of the PDEN model. Column 1: the distribution of the MNIST (source domain). Column 2: the distribution of the samples generated by
the generator in PDEN. Column3: the distributions of MNSIT M (target domain). Different colors correspond to different classes.

Weather Blur Noise
Fog Snow Frost Zoom Defocus Glass Gaussian Motion Speckle Shot Impulse Gaussian

ERM[7] 65.92 74.36 61.57 59.97 53.71 49.44 30.74 63.81 41.31 35.41 25.65 29.01
CCSA[9] 66.94 74.55 61.49 61.96 56.11 48.46 32.22 64.73 40.12 33.79 24.56 27.85
d-SNE[14] 65.99 75.46 62.25 58.47 53.71 50.48 33.06 63.0 45.30 39.93 27.95 34.02
GUD[13] 68.29 76.75 69.94 62.95 56.41 53.45 38.33 63.93 38.45 36.87 22.26 32.43
MADA[10] 69.36 80.59 76.66 68.04 61.18 61.59 47.34 64.23 60.88 60.58 45.18 56.88
AA[1] 84.61 81.04 72.32 83.94 84.38 52.29 76.26 77.36 52.14 45.40 52.54 36.77
RA[2] 85.99 80.13 74.97 88.60 89.33 57.70 87.88 79.34 60.50 56.03 55.64 49.68
PDEN 69.64 81.81 84.50 83.73 82.15 60.13 79.31 76.72 79.31 81.28 66.79 81.06

Digital
Jpeg Pixelate Spatter Elastic Brightness Saturate Contrast Avg.

ERM[7] 69.90 41.07 75.36 72.40 91.25 89.09 36.87 56.15
CCSA[9] 69.68 40.94 77.91 72.36 91.00 89.42 35.83 56.31
d-SNE[14] 70.20 38.46 73.40 73.33 90.90 89.27 36.28 56.96
GUD[13] 74.22 53.34 80.27 74.64 89.91 82.91 31.55 58.26
MADA[10] 77.14 52.25 80.62 75.61 90.78 87.62 29.71 65.59
AA[1] 73.65 36.12 89.13 73.79 94.54 93.79 91.31 71.13
RA[2] 74.92 37.36 90.42 75.96 93.90 93.17 92.06 74.93
PDEN 85.24 70.82 79.38 75.05 90.98 88.44 55.59 77.47

Table 2. Full version of Tab. 3 in the main paper. The experimental result on CIFAR10-C. The model is trained on the clean data of
CIFAR10 and evaluate on CIFAR10-C. We compared the accuracy of 19 types of corruption(only 12 corruptions are shown in the table) at
level 5(the severest) in different methods.
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