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Table 1. Comparison of our pseudo-label generation algo-
rithm (PLGA) with some point registration methods. Without
FlowNet3D [3] involved, our PLGA outperforms the three point
registration methods.

Method ICP [1] FGR [10] CPD [8] PLGA
EPE (m) ↓ 0.406 0.402 0.489 0.338

A. Comparison with point registration meth-
ods

In this section, we regard our pseudo-label generation
algorithm (PLGA), i.e. the pseudo label generation module
and refinement module in our paper, as a non-deep learning-
based 3D point matching algorithm to estimate the scene
flow between two point clouds, and compare it with some
point cloud registration methods, such as ICP [1], FGR [10]
and CPD [8].

In this case, deep neural networks are not involved in
the pseudo-label generation algorithm. The pseudo label
generation module directly matches points from the first
point cloud P to the second point cloud Q. And the re-
fined pseudo labels D̂ produced by the refinement module
are regarded as the scene flow estimates of our pseudo-label
generation algorithm.

This experiment is conducted on the FT3Ds test set [2].
The results of the three point cloud registration methods
are given in PointPWC-Net [9]. As shown in Table 1,
when applied as a 3D point matching algorithm without
FlowNet3D [3] involved, our algorithm outperforms the
three point registration methods on the metric EPE.

B. Experimental details
B.1. Implementation Details

When comparing with PointPWC-Net [9], we first train
the FlowNet3D model by our self-supervised method on
FT3Ds training set and then evaluate on the test sets of
FT3Ds and KITTIs, following the experimental settings
in [9]. During training, in our pseudo label generation mod-
ule, we set the iteration number Lo to 4, the regularization
parameter ε to 0.03, θd to 1.22, and θc to 0.35. Because
color is unavailable in FT3Ds, we use 3D point coordinate

and surface normal to build the transport cost matrix. In
our pseudo label refinement module, we set θr to 0.63, λ
to 0.8, and the iteration number Lr to 5. To speed up the
training, for each sample with 8,192 points, we randomly
select 2,048 points to produce initial pseudo labels and then
use the refinement module to produce a refined pseudo label
for each point. After obtaining dense pseudo labels, we use
L2-norm loss for scene flow supervision, and the batch size
is 8. The learning rate starts from 0.001 and is multiplied
by 0.7 at every 40 epochs.

When comparing with JGF [7], we train the FlowNet3D
model by our self-supervised method on KITTIr. The set-
tings of our two modules are the same as those of the last
experiment, except that we use 3D point coordinate, color,
and surface normal to build the transport cost matrix, and
we set the iteration number of random walk Lr to∞. Our
models are trained from scratch with L2-norm loss, and the
batch size is 16. The learning rate starts from 0.001 and is
multiplied by 0.7 at every 10 epochs.

B.2. Details about cycle-consistency regularization

In order to make the paper self-contained, we intro-
duce the cycle-consistency regularization [3], which can be
added into our self-supervised training loss.

Given two consecutive point clouds, P = {pi ∈ R3}ni=1

at frame t and Q = {qi ∈ R3}nj=1 at frame t + 1, the neu-
ral network estimates the forward scene flow from P to Q
as F = g(P ,Q; Θ), where g(·) is the neural network with
model parameters Θ. Warping the first point cloud P by the
predicted forward scene flow F , we obtain the pre-warped
first point cloud, denoted as P̂ . And the cycle-consistency
regularization is designed to encourage the predicted back-
ward scene flow F̄ = g(P̂ ,P ; Θ) to be consistent with the
reverse of the predicted forward scene flow F . The cycle-
consistency regularization can be written as:

Losscycle = ‖F̄ + F ‖2, (1)

where ‖ · ‖2 denotes the L2-norm.



C. More visualizations

C.1. Qualitative comparisons with other self-
supervised loss

In this section, we compare our proposed self-
supervised learning method with the self-supervised Cham-
ferSmoothCurvature loss proposed in PointPWC-Net [9].
The ChamferSmoothCurvature loss consists of three parts:
Chamfer distance, Smoothness constraint, and Laplacian
regularization. For comparison, we train a FlowNet3D
model by the ChamferSmoothCurvature loss on the FT3Ds

training set following the training strategy that is adopted in
our self-supervised learning. Qualitative comparisons be-
tween our self-supervised learning method and the Cham-
ferSmoothCurvature loss [9] are shown in Fig. 1. This ex-
periment is conducted on the FT3Ds test set.

C.2. Visualizing produced pseudo ground truth

Additional qualitative results of our produced pseudo
ground truth on FlyingThings3D [4] and KITTI [6, 5] are
shown in Fig. 2.

C.3. Visualizing self-supervised scene flow estima-
tion results

More qualitative results of our produced self-supervised
scene flow estimation method on FT3Ds and KITTIo are
shown in Fig. 3.
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Figure 1. Qualitative comparisons with the self-supervised ChamferSmoothCurvature loss [9]. (a) Results produced by the FlowNet3D
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Figure 2. Produced pseudo ground truth on FlyingThings3D (left) and KITTI (right). Blue points are the first point cloud. Black points
are the second point cloud. Green line represents the correct pseudo ground truth measured by AR. Red line represents the wrong pseudo
ground truth.



Figure 3. Qualitative results on FlyingThings3D (left) and KITTI (right). Blue points are the first point cloud P . Green points are the
points warped by the correctly predicted scene flow. The predicted scene flow belonging to AR is regarded as a correct prediction. For the
points with incorrect predictions, we use the ground truth scene flow to warp them and the warped results are shown as red points.


