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A. Visualization of Modality-Adaptive Atten-
tion

We visualize the attention mechanism in Fig. 1. The pro-
vided samples show that it gives attention scores for each
modality adaptively on different types of documents. Some
documents with heavy-word or fewer clues in vision have a
larger value in wlang, while some forms with multiple font
styles or unrecognizable hand-written enjoy a larger value
in wvisn.

Figure 1. Visualization of Modality-Adaptive Attention on doc-
ument classification. The size of covering area in blue and red
represents the value in wlang and wvisn, respectively.

B. Experiments in Document Clustering
B.1. Evaluative metrics
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where 1 is the indicator function, and map(ŷi) is permu-
tation mapping function that maps each cluster label ŷi to
the ground truth label yi using linear sum assignment, nij ,
ni+ and n+j represent the co-occurrence number and clus-
ter size of i-th and j-th clusters in the obtained partition and
ground truth, respectively, and n is the total data instance
number.

B.2. Label sets

# Cluster = 4: {email, form, handwritten, letter}
# Cluster = 6: {email, form, handwritten, letter, news arti-
cle, resume}
# Cluster = 8: {email, form, handwritten, letter, news arti-
cle, questionnaire, resume, scientific publication}
# Cluster = 10: {email, file folder, form, handwritten, letter,
news article, questionnaire, resume, scientific publication,
specification}
# Cluster = 12: {email, file folder, form, handwritten, letter,
memo, news article, questionnaire, resume, scientific publi-
cation, scientific report, specification}


