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1. Aligned Features on Bounding Boxes
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(a) Scale-invariant Translation (b) Scale Transformation
Figure 1. Illustration of aligned features from anchor boxes to
predicted bounding boxes.

The derivation process of generating the offsets for de-
formable convolution can also be divided into two steps:
scale-invariant translation and scale transformation.

Scale-invariant translation: Fig. 1 (a) demonstrates
the scale-invariant translation on the sampling locations of
a 3x 3 standard convolution. All sampling points on the grid
R of the anchor box have the same scale-invariant transla-
tion as the centre point. Based on the first two functions
of the regression transformation d, the scale-invariant trans-
lation of sampling points can be calculated as P, d, and
Pyd, on = and y axis respectively. It is need to normalise
the scale-invariant translations on the grid R to get its cor-
responding offsets on x and y axis:
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where 1/k,, Py, and 1/ky, Py, are the normalised units of the
grid R on the = and y axes, k = (kp, ky) is the kernel
size of the height and the width. After the scale-invariant
translation, the grid R will be translated to the yellow grid
R of Fig. 1 (a):

R: =R+ (Ay,Ax)I, 2)

where [ is a matrix with all elements as 1.
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Scale transformation: As shown in Fig. 1 (b), accord-
ing to the last two functions of the regression transforma-
tion, a scale transformation also needs to be implemented
on the grid R; to align convolutional grid with regressed
bounding boxes. Based on the log-space translations of the
width and height of anchor box d,,, dj, the absolute scale
offsets of the width and the height on the grid R; should be

Ah=(Bn/Py)—1=exp(dn)—1, 3)
Aw:(Bw/Pw)f]-:eXp(dw)fl' “4)

Note that the scale transformations of all points on the grid
R are closely related to the grid position. Specifically, the
scaled grid Ry, (blue points in Fig. 1 (b)) should be

Rt,s = Rt + (Ah, A’LU)R
=R+ (Ay, Az)I + (Ah, Aw)R. (5)

where the absolute scale offsets of width and height are
multiplied by the points on the grid one by one. Here, the
convolutional grid R s after scale-invariant translation and
scale transformation has aligned with its corresponding pre-
dicted bounding box. Overall, the derived offsets for all
points on the grid should be

O = (Ay, Azx)I + (Ah, Aw)R. (6)
2. Ablation Study for Temporal Fusion Module

We first conduct experiments on different backbones
and anchors to verify the validity of our proposed tempo-
ral fusion module. As shown in Table 1, the temporal fu-
sion module brings significant performance improvement in
all settings, where a deeper backbone with stronger feature
representation or a model with more anchors brings greater
performance gains. Besides, the last two rows of Table 1
illustrate that more anchors are not better for all backbones.
Because more anchors may bring more false positives, re-
sulting in performance degradation. To alleviate this issue,
in experiments, all masks tracked from previous frames will
be given a decaying confidence, ensuring that tracked masks
are inferred from nearby frames to reduce the effect of false
positives.



Table 1. Ablation study for temporal fusion module based on
different backbones and anchors. (mask AP)

Backbone  Anchors Baseline +TF Improve
3 252  29.1 39

R-50-DCN 6 266 299 33
9 26.7 322 55
3 289 34.1 52

R-101-DCN 6 307 372 6.5
9 31.1 364 53

3. Spatial Calibration in Image Domain

Existing one-stage image instance segmentation meth-
ods cannot guarantee feature calibration on anchors. There-
fore, we also perform STMask only with spatial feature cal-
ibration on COCO dataset. Experimental results shown in
Table 2 verify the effectiveness of spatial calibration in im-

age instance segmentation task as well.

Table 2. Ablation study for FCA and FCB on COC02017 val and
testdev set, where Yolact with R101-FCN backbone and Yolact++
with R101-DCN backbone).

val2017 testdev2017
Methods A FPS 5 \p MLAP M-AP APsy AP:s
Yolact 3 335 321 299 298 485 312
+FCA 3333 331 307 309 507 322
+FCB(ada) 3 32.8 348 316 319 519 335
Yolactr+ 9 273 356 345 346 538 369
Yolact++ 3 30.8 339 330 332 532 348
+FCA 3 245 347 337 339 538 358
+FCB (ada) 3 243 360 345 346 544 366




