
Appendix

Figure 1. The detailed structure of the transformer module.

A. Implementation Details
Following previous transformer-based approaches [1, 4],

we utilize AdamW[3] as the optimizer, with the initial
learning rate, weight decay and gradient max norm set to
1 × 10−3, 1 × 10−4 and 0.1 respectively. All parameters
in mmTransformer are initialized using Xavier initialization
[2]. All transformer modules in mmTransformer contain
128 hidden units. Each transformer module has two encoder
layers and two decoder layers, except for the decoder of so-
cial constructor, which contains four layers. The map infor-
mation in our implementation covers the 65m× 65m local
region, centered at the position of target agent at the last ob-
servation point. Besides, the heading direction of the target
agent at last observation point is aligned to +y axis, as men-
tioned before. To enhance the robustness of the model, we
further conduct data augmentation by flipping the trajecto-
ries horizontally and randomly masking the trajectories at
the first ten time steps.

B. Detailed Architecture
The detailed architecture of the transformer used in mm-

Transformer is visualized in Fig 1. Surrounding information
is passed to the encoder to derive memory of the contextual
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Figure 2. Visualization of the partition procedure.

features. Besides, spatial positional encodings are added to
the queries and keys at each multi-head self-attention layer.
Then, the decoder receives proposals (randomly initialized),
positional encoding of proposals, as well as encoder mem-
ory, and produces the refined trajectory proposals through
multiple multi-head self-attention and decoder-encoder at-
tention layers. It is noted that the first self-attention layer in
the first decoder layer of motion extractor can be skipped.

C. Classification Loss
The idea is to encourage the trajectory proposals which

are assigned to the ground truth region to have higher
scores. Specifically, each logit in loss term is the sum of
the scores belonging to the corresponding region

P = {pi ∈ R : pi =

i+N∑
j=i

cj}, (1)

where i ∈ {1, N + 1, 2N + 1, . . . , (M − 1)N + 1}, then
we apply the cross entropy loss to calculate the penalty as

Lcls = −
M∑
i=1

δ(i− gt) log pi, (2)

where the gt is the ground truth region index and δ is a
indicator function. The auxiliary loss benefits to the gener-
alization and convergence of our model.

D. The Procedure of Partition Algorithm
Let’s take K-means as a example to described partition

procedure. Step1: Extract all normalized GT trajectory end-
points, using normalization described in line 435 of our pa-
per. Step2: Apply constrained K-means [5] to divide these
samples into M clusters equally. Step3: Find the vertices
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of each region with convex hull algorithm; gather these ver-
tices to form the regions. The procedure is visualized in
Fig 2

E. Inference
During the inference stage, we utilize NMS algorithm to

filter duplicated trajectories. The detail of NMS algorithm
goes as follow: we first sort the predicted trajectories ac-
cording to their confidence scores in descending order, and
then pick them greedily. Specifically, we set a threshold
and exclude trajectories that are close to any of the selected
trajectories. We keep repeating above two steps until col-
lecting sufficient predicted trajectories.
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