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In this document we present some additional material
to better motivate our method and we conduct some sup-
plementary experiments. More in detail, we start by dis-
cussing some of the design choices that led to the models
of the losses and constraints presented in the main paper in
Section 1. Then, Section 2 shows some additional ablation
studies. Finally, many additional qualitative and quantita-
tive results for both the Pascal VOC2012 and the ADE20K
datasets are presented in Sections 3, 4 and 5.

1. Design Choices

In this section we present some additional discussion
and results motivating the design choices behind the vari-
ous modules exploited in our work.

Prototypes Matching enforces latent space consistency on
old classes, forcing the encoder to produce similar latent
representation for previously seen classes in the subsequent
steps. The target is achieved by considering the Euclidean
distance in the latent space (see Section 4.1 of the paper).
Although different distance metrics could have been used
in principle (e.g., cosine distance [ |, 9, 7]) we found that a
simple Euclidean distance was easier to understand and very
computationally efficient results similar to more complex
schemes.

Contrastive Learning aims at clustering features accord-
ing to their semantics while tearing apart those of different
classes (see Section 4.2 of the paper): we implement it as
an attractive force between latent representations with their
prototypical representation, against a repulsive one between
prototypes of different semantic categories. This attraction-
repulsion rule is enforced again using an Euclidean distance
metric.

Knowledge Distillation is employed to constraint the de-
coder to preserve previous knowledge at the output-level
and it is implemented as a standard cross-entropy on the
output softmax probabilities between old model and current
model predictions [5, 6, |, 3] (see Section 4.4 of the paper).

Sparsity: We think that the most peculiar constraint is rep-
resented by the sparsity objective. However, the underly-
ing concept is simple: applying some latent-level sparsi-
fication we allow the model to retain enough discrimina-
tive power to accommodate the upcoming representations
of novel classes without cross-talk with previous ones (see
Section 4.3). Here, a wide range of possibilities could be
considered to address the aforementioned task and one may
wonder why the sparsity constraint was designed as it is pre-
sented in the main paper. First, common sparsity losses are
the LO or L1 norms of feature vectors; however, we show
that they achieve lower accuracy. In this work, we define the
sparsity objective as the ratio between a stretching function
(i.e., the sum of exponentials) and a linear function (i.e.,
the sum) applied to the feature vectors which were previ-
ously normalized with respect to the maximum value that is
assumed by any of the feature channels for that particular
class. The idea is that by keeping fixed the sum of fea-
tures, then the proposed loss in Eq. (9) of the main paper
is directly proportional to the degree of distribution across
the channels: the value is low when the energy is concen-
trated in a single or in a few channels, while it increases
when distributed (with a gradual change). In some extreme
cases, the model of Eq. (9) could lead to degenerate solu-
tions, however we argue that these do not happen in practice
on a model learning compact representations. We checked
to avoid the zero division in the practical implementation,
while the all-ones case is degenerate in the sense that en-
ergy cannot be re-distributed in any way since all channels
are already onset to the maximum value and, furthermore,
this configuration would not be informative for the decoder.

Although we believe that normalizing the features with
a class-conditioned guidance is reasonable (sometimes, fea-
tures of few particular classes may just be on average more
active than features of other classes), we can think of get-
ting rid of it and normalizing with other strategies, e.g., with
respect to:



e the maximum value for each feature (norm max);
e the overall maximum value (norm max overall);
e the L2 norm of each feature (norm L2).

In such cases, Eq. (8) would become respectively:
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Furthermore, in principle any stretching function could
be applied in spite of the sum of exponentials over the linear
sum. For instance, the sum of squares (power 2) or sum
of the cubic powers (power 3) could be used as stretching
functions: i.e., formulating Eq. (9) respectively as:

1 ) ;.2.
AT 2ot )
‘ i € n| f,cF,, Zj fi,j
1 ) _23
Ly = 2 Iis &)

|fl € Fn| £,cF, Zj fi,j

Finally, following the success of recent works exploiting
entropy minimization [10] techniques, an alternative strat-
egy could be to minimize the entropy of the latent represen-
tations opportunely preceded by LI or softmax normaliza-
tion of each feature vector in order to obtain a probability
distribution over the channels. More formally:
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Table 1 shows the performance of the aforementioned
approaches in the 19-1 and 15-1 disjoint scenarios on Pas-
cal VOC2012. Different normalization rules bring to con-
sistently lower results, proving the efficacy of using class
guidance during normalization. Also, different stretching
functions are found to be less adequate for our purpose re-
ducing the final mIoU of about 2% to 4%. Finally, entropy
minimization techniques obtain competitive and compara-
ble results in the 15 — 1 scenario, while they experience a
drop of about 2—3% of mIoU when only one class is added.

Table 1. Comparison of different L), in terms of mIoU in the dis-
joint scenarios 19-1 and 15-1 on Pascal VOC2012 dataset.

Method mIOU19, 1 mIOU15, 1
LO 66.7 46.3
LI 65.9 454

| normmax | 674 | 478 |
norm max overall 67.5 45.6
norm L2 64.8 44.3

| power2 | 663 | 442 |
power 3 66.6 45.3

| entropy (L1) | 653 | 480 |
entropy (softmax) 66.0 48.0
ours 68.4 48.1

2. Additional Ablation Studies

In this section, we report a couple of additional ablation
studies concerning the dataset size and the pre-training.

Random Split. Looking at Table 1 of the main paper,
we see that in some cases, especially on the 15-1 setup, the
proposed method is still far from the offline reference. An
interesting question is whether this is due to the difficulty of
handling new classes or if, more fundamentally, it is due to
an inherent difficulty to train a network using only a small
subset of the data at each step. To answer this, we split the
dataset equally in 5 parts (each part containing all classes,
thus removing the complexity of learning new classes) and
then we trained the network sequentially on each of this
parts. We obtained 69.9% of mloU against 75.4% of the
joint training, 5.6% of the FT (disjoint) and 48.1% of SDR
(disjoint). The difference with respect to joint training is
relatively small, and it could be due to sub-optimal network
weights estimation (samples are taken from the 5 parts ac-
cessed subsequently, instead of the full dataset); on the other
side, the difference with respect to FT is very large proving
that handling unseen classes is the key issue and the pro-
posed latent constraints aim at addressing it.

Considerations on Pre-Training. The results reported
in the main paper have been obtained initializing the
weights of the backbone ResNet-101 approach on the Im-
ageNet dataset. This is the standard setup in continual se-
mantic segmentation approaches [5, I, 6, 3]. Additional
considerations have been already addressed in [6], where it
has been shown that pre-training on a segmentation bench-
mark could boost the accuracy; nonetheless, the ranking of
the proposed strategies is mainly maintained.

On the other hand, even ImageNet contains visual sam-
ples for many of the elements present in the Pascal dataset
(for classification task instead of segmentation), potentially
limiting the magnitude of decay on old tasks, and likely
raising accuracies for new concepts that are not necessar-
ily completely new to the encoder. Here, we show how
the network performs without such a strong prior on the la-



tent representations. The results are strongly affected by
the fact that datasets for in-the-wild segmentation are of-
ten too small to reliably train complex deep networks from
scratch. We trained on VOC2012 without pre-training and
we achieved a low mlIoU of 24.4% when training for 30
epochs, as we do in the main paper, and 40.9%, when train-
ing for 120 epochs (about 30 hours of computation). In con-
tinual learning, the final mIoU are also lower (as the starting
point is much lower), but the improvements achieved by our
approach and the ranking of the various methods are pre-
served, for instance in VOC2012 15-1 disjoint the accuracy
of SDR (13.5%) is still significantly above FT (4.1%) and
MiB (10.9%).

3. Additional Qualitative Results

Many qualitative experimental results are reported for all
the different scenarios, experimental protocols (i.e., sequen-
tial, disjoint and overlapped) and datasets.

Pascal VOC2012. The results for this dataset are re-
ported in Figures 1, 2 and 3 respectively for sequential, dis-
joint and overlapped protocols. In each figure, 3 images for
each scenario (i.e., 19-1, 15-5 and 15-1) are depicted. We
compare our method with naive fine tuning and the competi-
tors, i.e., LwF [4], ILT [5], CIL [3] and MiB [1]. The images
show how our approach is able to alleviate forgetting and at
the same time accommodate for new classes to learn. On
the other side, the fine-tuning and the compared approaches
often deviate (i.e., are biased) in predicting novel classes
being added or the special background class.

ADE20K. We report several visual results in Figure 4
also for this dataset. In particular, we show 3 images for
each scenario (i.e., 100-50, 100-10, 50-50). Again, we can
appreciate how our method largely outperforms compared
approaches in all scenarios better capturing the details of
the shapes of the objects (e.g, in rows 1-4) and not degen-
erating into an overestimation of the background (e.g., in
the 100-10 scenario). In particular, we notice how com-
pared approaches have big difficulties in handling multi-
ple additions of multiple classes (they struggle in tackling
catastrophic forgetting in the 100-10 scenario), while our
method can achieve reasonably good output segmentation
maps also in the most challenging scenarios.

4. Qualitative Results Across Incremental
Steps

In this section we analyze the performance across the
various incremental steps, comparing our method with the
top performing competitor (i.e., MiB [1]).

Pascal VOC2012. The results on two sample scenes
from this dataset are reported in Figure 5 for the disjoint
15-1 experimental protocol, where an initial training stage
over 15 classes is followed by 5 incremental learning steps

each carrying one class to be learned. In the first row our
method shows quite robust results across the different learn-
ing steps, being able to preserve content semantics. MiB,
instead, is able to avoid catastrophic forgetting for one in-
cremental step but it degenerates after introducing the sheep
class (step 2), which is predicted in spite of person proba-
bly due to the confusion of the arms and legs (caused also
by their similar color). The latent representations got even
more damaged across subsequent steps, while our approach
(SDR) is able to reduce the interference on latent represen-
tations of old classes. Similar considerations also holds for
the second set of images, although in this scenario forget-
ting is less evident: our approach is able to achieve superior
performance thanks to correct spatial localization and latent
disentanglement.

ADE20K. For this dataset we consider two distinct sce-
narios: ie., 5 incremental steps each adding 10 categories
to the model (100-10) in Figure 6, and 2 incremental steps
each adding 50 classes to the model (50-50) in Figure 7.

The first scenario is definitely the most challenging one
as the model need to adapt 5 times to discover new (and pos-
sibly unrelated) classes. Nevertheless, we can appreciate
that our model obtain quite robust results across the various
steps in the 2 sample scenes shown in Figure 6, while MiB
suffers more from catastrophic forgetting previous knowl-
edge. In the first sample scene our approach shows a small
gradual degradation across the multiple steps, while MiB
firstly completely looses the wall on the background in step
2, then the curtain in step 3 and finally also the hand basin
in step 4. Similarly, in the second scene our approach main-
tains very good results across all the steps, while MiB at the
third step misleads the sky on the background.

In Figure 7 we consider the case in which only two in-
cremental steps with 50 classes each are performed. It can
be appreciated how in the first step the predicted segmenta-
tion maps are quite precise according to both our approach
and MiB, but, in both examples, MiB produces a less pre-
cise map after the second incremental step. More in de-
tail, we remark some differences: our model can identify
the tree (green) in the first image, that MiB only partially
captures in the first step and completely misses it in the sec-
ond. Similarly, SDR preserves the walls (gray) in the sec-
ond image that MiB misleads in the second step. Again,
the latent space regularization helps in preserving previous
classes representations and in accommodating new classes.

5. Quantitative Results: per-Class Accuracy

We also analyze the per-class accuracy for all the com-
pared methods in some scenarios. We report the results of
per-class IoU and per-class pixel accuracy (PA) on the dis-
joint 19-1 (Tables 2 and 3), 15-5 (Tables 4 and 5) and 15-1
(Tables 6 and 7) scenarios on the Pascal VOC2012 dataset.

Even when adding as little as 1 class (scenario 19-1 in



Tables 2 and 3) we can appreciate how FT and LwF-MC
are generally able to learn the new class to some extent
but they catastrophically forget previous classes resulting
in a poor final mloU. This performance drop is typically
due to a biased prediction toward the new class (high per-
class PA for that class but low IoU). The other competing
approaches and our proposal, instead, are more balanced
across the various classes and are able to greatly allevi-
ate forgetting (with performance gains distributed across
the classes) when learning the new class, thus resulting in
higher mIoUs.

Analyzing the per-class IoUs on the 15-5 case in Tables 4
and 5 we can appreciate how FT is completely unable to
preserve knowledge about previous classes which are heav-
ily forgotten. The competitors can better preserve knowl-
edge related to previous classes while learning new classes
but our approach shows superior results in both retaining
old classes knowledge and in learning new ones.

The last 15-1 scenario is shown in Tables 6 and 7. Here
we can confirm most of the previous considerations; our
method outperforms all the competitors proving its scala-
bility when multiple incremental steps are made. From the
per-class pixel accuracy we can observe that most of com-
peting approaches are biased toward the prediction of the
very few last classes added to the model, thus reducing the
IoU for the other classes.
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Figure 1. Qualitative results on sample scenes in different scenarios (19-1, 15-5 and 15-1) on Pascal VOC 2012 of the proposed method

and of competing approaches in the sequential setup (best viewed in colors).
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Figure 2. Qualitative results on sample scenes in different scenarios (19-1, 15-5 and 15-1) on Pascal VOC 2012 of the proposed method

and of competing approaches in the disjoint setup (best viewed in colors).




background aeroplane bicycle boat bottle cow
horse = mbike W57 pplant sheep unlabeled

EEEEESE
s N N A 1 )
e L

RGB label LwF [2] ILT [ CIL [ MiB [ SDR (ours) offline
Figure 3. Qualitative results on sample scenes in different scenarios (19 1 15-5 and 15 1) on Pascal VOC 2012 of the proposed method

and of competing approaches in the overlapped setup (best viewed in colors).
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Figure 4. Qualitative results on sample scenes in different scenarios (100-50, 100-10 and 50-50) on ADE20K of the proposed method and
of competing approaches (best viewed in colors).
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Figure 5. Qualitative results on sample scenes in the disjoint experimental protocol 15-1 on Pascal VOC 2012 during the various incremental
steps (best viewed in colors).
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Figure 6. Qualitative results on sample scenes in experimental protocol 100-10 on ADE20K during the various incremental steps (best
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Figure 7. Qualitative results on sample scenes in experimental protocol 50- 50 on ADE20K durmg the various incremental steps (best

viewed in colors).



Table 2. Per-class IoU of compared methods in disjoint experimental protocol on scenario 19-1 of Pascal VOC 2012.
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Table 3. Per-class pixel accuracy of compared methods in disjoint experimental protocol on scenario 19-1 of Pascal VOC 2012.
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Table 4. Per-class IoU of compared methods in disjoint experimental protocol on scenario 15-5 of Pascal VOC 2012.
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Table 5. Per-class pixel accuracy of compared methods in disjoint experimental protocol on scenario 15-5 of Pascal VOC 2012.
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CIL [3] 85.0 80.5 56.3 31.6 57.2 59.5 10.0 81.9 87.6 16.6 12.3 53.9 58.1 86.1 74.1 61.5,84.4 95.7 88.8 93.5 87.1|42.6 35.1 40.8
MiB [1] 80.7 92.6 64.8 64.5 74.0 68.3 65.0 84.3 93.7 23.6 36.2 50.9 49.8 91.2 85.7 52.0173.9 86.6 87.6 89.9 83.7(47.5 34.1 44.3
[SDR (ours) [91.295.182.196.580.1 86.393.392.297.0 51.8 93.0 64.396.0 91.0 92.0 91.1]68.9 64.1 69.6 74.0 82.9|73.5 47.3 67.2|
SDR + MiB [91.7 94.7 80.1 93.4 79.1 88.7 90.6 91.4 96.3 51.0 82.4 64.6 94.9 90.2 91.7 91.8,68.6 67.8 70.3 79.7 81.3|74.6 44.1 67.3
offline 96.1 96.6 85.4 94.487.292.294.7 93.5 96.9 50.2 95.4 56.5 95.8 91.8 94.7 90.8'80.8 92.1 54.8 89.5 83.5[77.5 68.5 75.4

Table 6. Per-class IoU of compared methods in disjoint experimental protocol on scenario 15-1 of Pascal VOC 2012.
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Method §§%'E§8588%E‘ggg—gg‘%:glélglioldnewall
T ] 70455 00 59 52 05 02 16 04 00 33 00 00 02 00 0001700700794 T48[58 49 56)
LwF [1] ~ [77.112.0 6.9 52.6 14.323.1 18.427.356.320.548.9 83 17.8 12.6 15.6 8.3 0.0,17.0,21.0,18.6,19.126.2 15.123.6
LwF-MC [¢]/69.5 0.1 0.0 8.0 0.1 72 0.0 0.1 8.1 0.0 66 0.0 80 1.7 03 0.110.010.010012418.1]69 21 57
ILT[5]  [69.4 0.0 2.1 0.0 0.0 0.1 0.0 40 0.0 0.0 0.0 0.0 1.4 0.0 0.0 19270.070.0'0.0'1.4746|6.7 1.2 54|
CIL[3]  [784 24 23.647.9 4.6 329 03 29.945415430.3 2.4 54.513.0 8.7 59.7,15.2,17.5,12.1,20.9,19.233.3 15.9.29.1
MiB [I]  |70.656.224.841.745.8 34.944.9 52.8 64.1 17.8 40.428.216.1 30.3553 0.115.918.2116.5127.2117.3[39.0 15.0 33.3
[SDR (ours) [86.247.134.269.137.961.367.272.581.1 17.951.340.872.9 67.6 68.570.8 8.3 4.8 | 2.7 24.524.2/59.2 12.9 481
SDR+MiB (869 32.029.8 76.0 42.8 60.7 67.4 64.7 85.8 19.2 50.3 39.4 75.1 73.0 69.3 78.2) 3.4 , 2.7 111.5:34.0,20.1|59.4 14.3 48.7
offline 92.589.939.287.665.277.3 91.1 885 92.9 34.8 84.0 53.7 88.9 85.0 85.1 84.9160.0/79.7'47.0'82.2/73.5[77.5 68.5 75.4

Table 7. Per-class pixel accuracy of compared methods in disjoint experimental protocol on scenario 15-1 of Pascal VOC 2012.
[5] T T T
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fsezEisssizsgliiiiieg
Method & & ©5 ©5 &£ & & & & © o W BV & E a1 a3, 21 £, 2 |old new all
L 98.556 00 59 54 05 02 16 04 00 34 00 00 02 00 00.0.1/0.0/00 98801158 49 5.6
LwF [4] ~ ]95.112.047.854.015.023218427.457.335.162.8 83 18.012.7 157 83,0.0,22.0,35.8/47.9,70.7(26.2 5.1 23.6
LwF-MC [8][99.9 0.1 0.0 8.0 0.1 74 0.0 0.1 8.1 0.0 6.6 00 80 1.7 03 0.110.010.0100129182]69 2.1 57
ILT[5] ~ ]20.9 0.0 732700 0.0 0.0 23 89.319.0163 14.8 1.4 483 0.0 232 0.474.610.0/00 1.8749(6.7 12 54/
CIL[3]  [90.116.840.048.4 153327 9.0 28.260.1 17.175.020.4 53.8 28.7 13.5 60.0,31.0,11.8,49.7,50.1,87.0(33.3 15.9 29.1
MiB [1]  [72.761.7 58.6 60.7 52.3 69.4 45.8 59.2 88.3 30.2 62.3 53.9 68.6 60.7 70.9 0.117.0 184.3128.8184.9165.6(39.0 15.0 33.3
[SDR (ours) [92.747.672.391.944.569.276.574.789.3 60.9 92.8 53.194.9 75.5 88.3 73.8/11.5 5.1, 3.0 |35.7,76.6/59.2 12.9 48.1|
SDR+MiB_ 92.733.245.0 84.7 47.0 67.6 72.1 65.2 96.6 59.1 95.7 45.1 85.3 80.5 83.5 84.2, 4.4 | 2.8 17.2,57.1/76.6/59.4 14.3 48.7
offline 96.196.6 85.4 94.4 87.2 922 94.7 935 96.9 50.2 95.4 56.5 95.8 91.8 94.7 90.8'80.8/92.1'54.8789.5'83.5|77.5 68.5 75.4




