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A. Annotation

We follow the approach used to collect the Places Au-
dio Caption dataset [2, 1] and collect audio descriptions of
each video in the dataset using Amazon Mechanical Turk
(AMT). In order to ensure that we have a large and diverse
dataset, we collect an audio description using AMT for each
video in a set of 500k randomly selected videos from the
training set and at least two unique descriptions for each
video in the 10k videos used for both the validation and test
sets. Each AMT worker is presented with a task of record-
ing themselves describing 10 different videos. Each video
is shown on the left of the screen while a video with an ex-
ample text description is shown on the right. This example
helps to show the workers the types of descriptions we are
looking for and the amount of detail we expect from them.
This example stays on the right side of the screen through-
out the task while the target videos on the left cycle as the
worker completes each description. Figure S1 shows an ex-
ample of this interface with an example video and caption
on the right and a target video on the left. Below each tar-
get description is a button that allows the worker to start
recording their voice as they describe the video. Once they
press this button, the video is removed from the screen and
the recording is started. We block the worker from see-
ing the video while recording the description to ensure that
the recordings are concise and pertain only to the impor-
tant events highlighted in their memory. We use the Google
Cloud ASR engine to verify the quality of each recorded de-
scription and flag AMT workers for poor performance. This
is done by checking that the generated text has at least five
words, is unique (some bots repeat pre-recorded audio to
trick the system) and that the audio is at least three seconds
long. If any of these checks fail we don’t let the worker con-
tinue to the next video until they record a new description
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that passes our checks. Once the descriptions are recorded,
we periodically sample videos to check the quality of the
audio paired with the ASR to ensure they match the videos
and have an appropriate level of detail. If these checks fail,
we flag the workers that recorded the descriptions, don’t al-
low them to record in the future and recheck all of their
recorded data. This process allows us to ensure a strong
level of quality in our collected spoken captions. Examples
of some of the videos and corresponding text transcriptions
of the descriptions we collected can be seen in Figure 1.

B. Implementation Details

We train each model on a server with 8 24GB Titan RTX
cards using a mini-batch size of 2048 for 100 epochs. We
examine the effect of the mini-batch size on learning in the
next section. We take the best parameters as evaluated on
the evaluation set of the training dataset after each epoch.
We repeat this process for two phases of training. First we
freeze the visual backbone models and train only the projec-
tion heads (including the full caption model for the spoken
models) and then, in a second round, allow the full visual
model to train as well. We keep the language and ASR com-
ponents frozen for the language caption models and reserve
fine-tuning these components for future work. For model
training, we use an Adam [4] optimizer where a fixed learn-
ing rate of 0.001 and 0.00001 are set for the first and the
second round model training, respectively.

C. Ablation Studies

In Tables S1, S2, S3, S4, and S5, we show several abla-
tion studies. Unless otherwise listed in the table we use the
proposed AMM loss function with the BART [7] language
model as part of the language caption model described in
Section 4.2.1 for each experiment. Results are averaged
over five rounds with a single random batch of 1k caption-



Task: Please record yourself describing each video on the left as if you were explaining it to a blind person. We're looking for a couple of sentences per video referring to specific events, objects, locations, etc. Refer to the example on the right as a guide.

Instructions: You will be submitting audio recordings using the interface below. You must be in a relatively quiet environment on a computer equipped with a microphone, using one of the following web browsers: Edge, Chrome, Firefox, Safari, or Opera.

1. When prompted, grant permission to the site to use your microphone for the duration of the HIT.

2. Use the volume meter under the video to help ensure that your microphone is working properly, and that you are a proper distance away from it. The meter should move as you speak.
3. Press the green "Record” button to start recording. After you press it, the button will turn into a red "Stop™ button. If no video plays then you can simply record yourself stating that there is no video or that the video is blank.

4. Press the red "Stop" button to stop recording. After you press it, your audio recording will be processed automatically. If your recording is acceptable, you will be prompted with the next video. Otherwise, you will be asked to try recording again.

5. The HIT will automatically submit once you have complete all of the necessary recordings.

Video 5 of 11

Press the "Record” button below to start recording.

Here's an example of what we're looking for:

"A child in a yellow shirt is crawling on a wood floor in a living
room. There is music playing, children speaking and an adult
laughing off screen.”

Figure S1: Spoken Caption Collection: Target videos for which descriptions are collected on the left and a video with an

example text description is always visible on the right.

video pairs from the test set. Due to the increased computa-
tion demand of these studies we freeze the base models and
train the projection heads for alignment. We use the best
model settings found in this analysis to train the full models
with results reported in Section 5.

Table S1 shows the effect of using two different pre-
trained temporal shift [8] video models on four different
datasets in order to choose the most appropriate base mod-
els (Multi-Moments in Time (M-MiT) [9] or Kinetics [3]).
Here we use the BART language model and the proposed
AMM loss function as described in Section 4 as this com-
bination gave us the best results on each dataset.

Table S2 compares the effect of the video model (TSM)
trained for action recognition and the 2D model trained for
object recognition. Most captions reference both objects
and actions in a video with an average of 4.37 nouns used
per caption compared to 1.58 verbs. The strength of the
2D obect model makes sense when we consider this preva-
lence of nouns in the captions. The combination of the TSM
model trained on M-MiT [9] and the 2D models trained
on ImageNet [6] provided the best performance when used
with the model described in Section 4.

In Tables S3 and S4 we compare the the effect of the
batch size and projection size on the performance of the S-
MiT model described in Section 4 in order to validate our
choice of a 2048 batch and a 4096 projection. Similarly,
Table S5 shows the effect of using the caption sampling
approach for the transcription model as described in Sec-
tion 4.2.1. In Table S6, we explore different dampening
parameters.

D. Cross Dataset Generalization

In Table S7, we expand on Table 4 and compare the gen-
eralization performance of models trained on four different
datasets (S-MiT as well as Vatex-en [10], MSR-VTT [11]
and ActivityNet Captions [5]) for video/caption retrieval on
their full test sets. In Table 4 we ran the comparison on
five samples of 1k video-caption pairs to be consistent on
evaluating across different size test sets. Here we evaluate
on the full test set of each dataset to provide a baseline for
each test set. The strength of the model trained on S-MiT is
even more evident here as it achieves higher results on the
test sets of both ActivityNet and MSR-VTT than the mod-
els trained on those datasets. It even comes very close to the
performance of the Vatex model on the Vatex test set. This
shows that the scale and diversity of the S-MiT dataset is
highly beneficial to training robust models.

E. Qualitative Results

In Tables S8 and S9, we show the top five retrieval re-
sults for some examples from the Spoken Moments dataset.
For this analysis, we use the language caption model de-
scribed in Section 4.2.1 with the BART [7] language model
and the proposed AMM loss function. Table S8 shows the
top five retrieved captions given a query video, while Ta-
ble S9 shows the top five retrieved videos given a query
caption. Blue boxes indicate the ground-truth results.

Our model retrieves results by recognizing key objects
or environments in the videos. For example, in Table S8
(c), lettuce is distinguished from the other vegetables. In
Table S9 (f), the model not only recognizes the planets in
space but also understands that they are crashing into each
other. Some of the examples show that the top retrieval re-



sult is not the ground-truth. However, as we can see, the top
predictions are typically still a strong match for the queries,
as in (e), (1) in Table S8 and (a), (b) in Table S9.

For this demonstration, we use transcribed words from
the audio captions using a pretrained ASR model. Noise in
these transcriptions may contribute to some errors. In the
future, we plan to investigate jointly training a pre-trained
ASR model, and language model, with the video model to
improve our performance.

F. Captions in the Spoken Moments Dataset

Table S10 shows some captions in the Spoken Moments
dataset that capture motion and sequential events which
would be difficult to represent with a single image.
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Dataset Pretrained TSM Caption to Video Video to Caption Mean

Dataset R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP
Vatex [10] Kinetics 39.6+1.0 77.5+15 872410 559408 | 46.4+06 82.1+1.0 90.2+12 61.9+06 | 43.0+0.7 79.8+1.1 88.7+1.0 58.9+0.7
S-MiT 474+1.1 81.5+07 89.0+1.1 62.3+06 | 43.1+09 783406 86.2+03 58.5+05 | 45.3+08 79.9+04 87.6+0.6 60.4+0.5
ActivityNet [5] Kinetics 18.7+1.0 45.6+09 57.2+14 31.0+07 | 20.8+08 50.1+1.4 61.8+1.3 34.1+04 | 19.8+08 47.8+09 59.5+1.0 32.5+04
M-MiT 16.1+1.7 44.0+1.0 57.5+17 29.3+10 | 19.0+13 482409 61.0+1.1 32.5+08 | 17.6+15 46.1+07 59.2+14 30.9+08
MSR-VTT [11] Kinetics 17.6+13 48.9+18 65.6+12 31.6+13 | 25.5+0.7 59.7+18 74.1+1.6 40.6+09 | 21.6+08 54.3+14 69.8+14 36.14+09
M-MiT 20.7+0.5 54.2409 70.6+1.0 30.5+04 | 31.3+1.1  61.0+1.0 75.0+09 40.9+08 | 24.0£06 57.6+06 72.8+08 37.7+04
S-MiT Kinetics 27.6+£14 575424 70.4£19 41.3+17 | 37.2+£23  65.0+1.7  75.2+15 50.0+£17 | 32.4+18 613420 72.8+16 45.7+17
M-MiT 29.8+25 60.6+24 72.2+19 44.0+22 | 39.4+21 68.0+20 77.5+18 52.3+20 | 34.6+2.1 64.3+22 74.9+18 48.2+20

Table S1: Comparison of different Pretrained TSM models on multiple datasets using AMM and Bart

Visual Base Model Caption to Video Video to Caption Mean
R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP
TSM Kinetics 20.2+1.1 479423  61.0408 33.2+1.1 | 28.2+1.5 54.9+15 67.1+1.6 40.8+1.6 | 24.2+1.1  51.4+19 64.0+1.0 37.0+13
TSM M-MiT 19.7+1.1  48.6+20 61.9+1.6 33.5+13 | 28.4+14 58.0+25 69.2+19 41.9+14 | 24.1+12 533421  65.6+1.7 37.7+14
ResNet-152 ImageNet (2D) | 24.2+24 53.6+18 66.54+2.1 37.9+20 | 32.9+21 61.7+16 71.6+1.0 459+18 | 28.5£22 57.7+£17 69.1+15 41.9+19
TSM Kinetics + 2D 27.6+14 57.5+24 704419 413417 | 37.2+23  65.0+1.7 752415 50.0+1.7 | 32.4+18 61.3+20 72.8+16 457+17
TSM M-MiT + 2D 29.8+25 60.6+24 72.2+19 44.0+22 | 39.4+2.1  68.0+20 77.5+£18 523420 | 34.6+2.1 64.3+22 74.9+18 482420

Table S2: Comparison of different visual base model combinations on S-MiT using AMM and Bart

Batch Size R@1

Caption to Video

R@5 R@10 mAP

R@1

Video to Caption

R@5 R@10 mAP R@1

Mean

R@5

R@10

mAP

512
1024
2048
4096

27.2+1

29.2+42

27.8+2.0
29.8+25
7

574+13  69.4+1.0
57714  69.8+12
60.6+24 72.2+19
58.4+16 70.8+19

6 41.0+15
41.5+19
44.0+22

42.8+23

35.5+25
36.5+28
39.4+2.1
39.4+23

64.0+£14 744+1.1
65.6+£1.4 752417
68.0+2.0 77.5+1.8
66.6+£18 75.7+14

48.4+2.1
49.7£2.0
52.3+2.0
51.8+1.9

31.3+19
322423
34.6+2.1
34323

60.7+1.3
61.7+14
64.3+2.2
62.5£1.6

71.9+1.0
72.5+13
74.9+1.8
733416

44.7x17
45.6£1.9
48.2+2.0
47.3+£2.0

Table

S3:

Comparison of different batch sizes on S-MiT using AMM and Bart

Projection Size

R@]1

Caption to Video

R@5 R@10 mAP

R@]1

Video to Caption

R@5 R@10 mAP

R@]

R@5

Mean
R@1

0

mAP

1024
2048
4096
8192

27.4+18
27.8+1.8
29.8+25
29.442.0

56.6£1.6  69.5+0.9
574420 69.2+1.5
60.6+£24 72.2+19
58.0+£23  70.3+12

41.1+15
41.5+18
44.0+2.2
42.6+18

38.6+1.6
38.4+2.1
39.4+2.1
38.5+24

66.6+£1.1  76.3+1.3
65.9+14  75.6+15
68.0+2.0 77.5+138
66.1+£2.1  76.1+15

51.3+12
511416
52.3+2.0
51.242.1

33.1+

33.0+16

34.6+2.1
33.9+22

61.6+

1.9 61.6+

64.3+2.2
62.0+2.2

729+
724+
74.9+
73.2+

1.3
1.6

46.2+
46.3+

1.0
1.4
1.8

13 469+

1.3
1.7

48.2+2.0

1.9

Table S4: Comparison of different projection sizes on S-MiT using AMM and Bart

Sampling R@1

Caption to Video

R@5 R@10 mAP

R@1

Video to Caption

R@5 R@10 mAP R@1

M
R@5

ean
R@I10

mAP

N
Y

28.1+1.1
29.8+2.5

57.5£20 69.8+1.4
60.6+2.4 72.2+19

41.8+13
44.0+£2.2

39.1+13
39.4+2.1

66.5+2.0 76.3+1.8
68.0+2.0 77.5+1.8

51.5+14
52.3+2.0

33.6+1.1
34.6+2.1

62.0+1.9
64.3+22

73.0+15
74.9+1.8

46.7£13
48.2+2.0

Table S5: Comparison of sampling approach on S-MiT using AMM and Bart

R@1

Caption to Video

R@5 R@10 mAP R@1

Video to Caption

R@5 R@10 mAP R@1

Mean

R@5

R@10

mAP

29.3+14
28.4+12
27.1+25
28.1+1.1
29.8+25
28.1+2.1
28.9+15
29.0£1.9
27.74+2.1

60.0£12  72.7+1.4
58.1+1.9  70.9+15
58.9+29 71.5+22
58.1+21  69.8+23
60.6+24 722419
59.1+£23  71.3+2.1
59.2+13  70.8+1.3
592424 70.7+14
57.0425 68.242.0

43.4+12
42.3+14
41.6+23
41.9+15
44.0£22
423419
42.8+1.4
42.8+1.9
41.1422

39.2+18
39.3+1.6
38.5+24
38.8424
39.4+2.1
38.3+1.9
38.9+1.7
38.3+2.1
37.5426

66.2+15 77.0£13
67.4+15 77.0+1.8
67.1£1.0  76.6+£1.9
66.9+12 75.8+15
68.0£20 77.5+18
67.1+1.6  76.6+1.7
66.3+14 76.0+15
66.3+1.6  759+15
64.6+24 T4.1+15

51.7+16
52.0+14
51.5+19
51.5+18
52.3+20
51.4+16
51.3+15
51.1+17
49.8+2.2

342415
339414
328423
33.5+1.8
34.6+2.1
332419
33.9+1.6
33.6+1.9
32.64+24

6
6!
6
6!

6

64.3+£22

62.7+1.4
62.8+1.9
60.8+2.4

3.1+£1.3
2.7+1.7
3.0+1.9
2.5+1.6 7

3.1+£18 7

7

74.8+1.1
74.0+15
74.0+1.9

74.9+18

73.4+13
73.3+13

4
4
4
4
4
4

2.8+1.7

3.9+18

1.2+1.7

7.5+14
7.2+14
6.5+2.1
6.7+1.6
8.2+2.0
6.9+1.7

47.1+1.4
46.9+£1.7
45.5+22

Table S6: Comparison of different dampening multipliers, o, in AMM on S-MiT using Bart

Evaluated On
Trained On Vatex ActivityNet MSR-VTT S-MiT Mean
R@] R@5 R@I0 mAP | R@l R@5 R@I0 mAP | R@l R@5 R@I10 mAP | R@l R@5 R@10 mAP | R@l R@5 R@10 mAP
Vatex 198 484 637 334 1.5 52 8.6 42 103 287 393 198 | 7.1 202 286 144 | 97 256 351 18.0
ActivityNet | 12.1 333 468 23.0 | 2.0 73 12.0 5.6 75 221 31.2 154 | 49 156  24.1 114 | 6.6 19.6 285 13.9
MSR-VTT | 6.5 192 288 13.8 1.3 4.6 7.8 3.7 11.8 339 482 232 | 80 236 343 164 | 69 203 298 14.3
S-MiT 194 446 577 317 | 27 8.4 13.6 65 | 17.3 398 51.8 284 | 258 528 647 385 | 163 364 470 263

Table S7: Cross Dataset Evaluation on Video/Caption Retrieval on Full Test Set

4



Retrieval Results

Query

it is raining
outside in between
some houses there is
a small stream of
water running down
in between them

(2)

four people in a
yellow raft white
water rafting on the
Gorge

(®

someone uses a knife
to cut lettuce on a
cutting board with
their hands

©)

a young boy with the
blue shirt rides
artificial waves

with the surf

@

aman is standing on
a stage in front of
an audience telling
jokes

(e)

a video showing
several people
seated in the
audience all men all
nicely dressed
applauding

®

a man plows the
ground with his
hands sitting in the
hot sun with another
man sitting in the
background appeared
to rest

(2

children are
standing in the rain
and holding their
umbrellas upside
down

()

a very old picture
of boxers boxing in
a boxing competition

)

Table S8: Spoken Moments Examples of Caption to Video Retrieval Results: Given a query caption, we show five top
retrieved captions where words transcribed from the audio captions using a pretrained ASR model are used as a caption. We
use a BART model trained with the AMM loss function on the S-MiT dataset. Blue indicates the ground-truth results.
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Retrieval Results

R@l1

R@2

R@3

R@4

R@5

a cat is kneading

large cat is being

adog and cat are

is the wonder stuff

a cat resting has

the back of a dog as rocked by its owner playing with each panda resting on top cat food cans
it sleeps the owner caresses other slowly of a guy that is stacked on its head
on sleeping on the
couch
()
a gray and white a yellow bird swings it's a slow mo video noragami white hair a cartoon plays with

(®

bird is sitting on
top of a bird cage

the bird makes
sounds while it's
sitting on the cage

on a perch and
enclosure

of a brown egg
cracking on the
ground

on mustache and a

beard stands or sits

over a trash can and
use a drill and a
peeler to peel an

apple

penguins and kittens
as they sing and
play instruments

©

(d

aman is signing
autographs for a
group of people

tours of Coastline a
sailboat with white
sails on the water
headed towards the
dock area

a famous actor in a

tuxedo is signing an

autograph for fans

as he walks down a
red carpet

the celebrity Meryl
Streep walks along a
crowd of people
yelling and giving
autographs

people are waiting
for the autograph

a woman is signing
order interviews and
autographs

people are outside
on really choppy
water in little tiny
white sailboats with
just one person on
each

a boat sails off
screen to the right
as a plane flies
overhead

a boy in the
sailboat out on the
water we see his
head and the proud
the boat

a person is watching
the sunrise from a
large sailboat

someone mold a vase
into clay with their
hands

an artist using a
pic to sculpt to
carve an ice
sculpture

person is carving a

flower from wood

with music in the
background

you can see a man's
hand using a chisel
and Hammer to break
apart a piece of
Rock

aman is mixing
together some type
of green orbs in a
giant bowl with his
hands

®

an animation of two
planets crashing
into each other in
space

this is a video of
planets or something
going off in plane

the street view of

two cars crash into
each other slamming

up against the pole

it's a slow mo video
of a brown egg
cracking on the
ground

(2

a metal hydraulic
machine has a blue
pill gel pill as a
top compressor
pushes down and
popsicle

what looks like

bananas are on a
conveyor belt going
down the line to an
automatic Chopper

machine is being
utilized manufactory

where's the machine
kicking a liquid and
cleaning stalls

two pineapples are
on a machine that
Twirls it and they
are being saved by
the machine

two pineapples are
on a machine that
Twirls it and they
are being saved by

the machine

()

a group of people
wearing orange and
white t-shirts
drumming in a
drumline all to the
same beat

for drummers wearing
red marching band
uniforms are playing

the drums and

synchronization as
other band needs or

standing behind them

watching

people walking by
all ages all sizes
walking by somebody
that's playing the
drums in the
background

it's a video of
three men beating on
drums at a football
game they all have
beards and
sunglasses

the band members are
playing the
instrument and their
walking forward

@

slow motion shot of
a bunch of coffee
beans falling and
has a brown
background

hazelnuts are
falling they're
falling on a
reflective surface

seems like slowly
fall onto a bowl

3 pieces of garlic
lay on a table while
two small pieces of
garlic fall from up

to the table down

bunch of lemons are
falling from the sky
in behind a dark
black screen

Table S9: Spoken Moments Examples of Video to Caption Retrieval Results: Given a query video, we show five top
retrieval captions where words transcribed from the audio captions using a pretrained ASR model are used as a caption. We
use a BART model trained with the AMM loss function on the S-MiT dataset. Blue indicates the ground-truth results.



Caption

time

a boy and a red white and blue shirt
(a) is sitting on a couch he is holding
an infant life vest and picks it up
to blow through the two

there’s a gauge or a lock thing turns
(b) | from rides and then being turned
to the left

a picture of a man drinking coffee
(c) | and play with a cell phone in fast
motion

in slow motion we see a collie
(d) jump into the air and catch a
white frisbee in flight

these are track and field runners
(e) and it’s a relay race and they take
off when they are handed the
batons

there is water dripping off the
(f) | edge of something all you can hear
is the water dripping

Table S10: Spoken Moments Captions: We show some examples of captions, and associated video frames, from the Spoken
Moments dataset, where the captions describe a sequence of actions or motion.



