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1. Dataset Details

We use two datasets Replica [6] and Matterport3D [1]
for our experiments. Both the datasets are rendered us-
ing an open source 3D simulator, Habitat [5]. To obtain
echoes on both the datasets, we use the simulations from
Soundspaces [2]. Soundspaces augments the simulator by
providing realistic audio simulations for the scenes by con-
sidering room geometry and materials in the room.

1.1. Simulating Echoes

We use the procedure outlined below to obtain echoes
on both Replica and Matterport3D dataset. Soundspaces
performs acoustic simulation in two steps as follows.
Step 1. The visual scene from the respective dataset is sub-
divided into grids. The grids are divided along navigable
points so that an agent can be placed there. Then the Room
Impulse Response (RIR) is computed between each pair of
points using audio ray tracing [7]. Each pair denotes a com-
bination of source and receiver which send the audio signal
and receive the echoes respectively.
Step 2. The echoes are obtained by convolving the input
audio signal with the RIR computed in the previous step.

Following Soundspaces, we use the RIR between each
pair of point at four orientations (0◦, 90◦, 180◦, 270◦). For
the proposed method, we place the source and receiver at
the same point and use the resulting RIR. In addition, fol-
lowing [3], we use the source audio signal as a 3 ms sweep
signal spanning the human hearing range (20Hz to 20kHz).
We obtain the echo response by convolving the correspond-
ing source audio signal with the RIRs obtained previously.
Further, the sampling rate for the source and received audio
(echoes) are 44.1 kHz and 16 kHz for Replica and Matter-
port3D respectively.

1.2. Visual Scenes

We now provide details on the scenes used from each
dataset along with the train and test details.
Replica dataset. We use all the 18 scenes from Replica

having 6960 points in total, from 1740 images and 4 orien-
tations. Following [3], we use a train set consisting of 5496
points and 15 scenes. The test set consists of 1464 points
from 3 scenes. As a validation set is not defined for Replica,
we use a small subset of points from train set for tuning the
network parameters. Then the parameters are fixed, and the
entire train set is used training the network.
Matterport3D dataset. Matterport3D consists of 90
scenes. Soundspaces provides RIR for 85 of these scenes.
Further, we discard another 8 scenes which have none or a
very few navigable points. This results in a dataset with 77
scenes which we use as our final dataset. These 77 scenes
contain 67, 376 points from 16, 844 and 4 orientations. The
dataset is then split into train, validation and test sets. The
train set consists of 40, 176 points and 59 scenes. The vali-
dation set consists of 13, 592 points and 10 scenes. The test
set consists of 13, 602 points and 8 scenes.

2. Network Architecture and Parameters
We now provide the detailed architecture of each subnet-

work from the proposed method.
Echo Net. It is an encoder-decoder network. The encoder
is inspired from [3] and consists of a convolutional neural
network having 3 layers with filter dimensions 8× 8, 4× 4,
3 × 3 and stride 4 × 4, 2 × 2 and 1 × 1 respectively for
each layer. The number of output filters in each layers are
32, 64 and 8 respectively. Finally, we use a 1 × 1 conv
layer to convert arbitrary sized feature dimension into a 512
dimensional feature vector.

The decoder consists of 7 fractionally strided convolu-
tional layers with filter size, stride and padding of 4,2 and
1 respectively. The number of output filters for the 7 lay-
ers are 512, 256, 128, 64, 32, 16 and 1 respectively. We use
BatchNorm and RELU non-linearity after each layer of the
network.
Visual Net. It consists of an encoder decoder network. The
encoder consists of a convolutional neural network with 5
layers. For each layer, the filter size is 4, the stride is 2
and padding is 1. The 5 layers have 64, 128, 256, 512, 512
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number of output filters respectively. We use LeakyRELU
with negative slope of 0.2 and BatchNorm after each layer.

Similarly for the decoder we use 5 fractionally
strided convolutional layers with output filters of size
512, 256, 128, 64, 1 respectively. We also use skip connec-
tions and concat the features from the corresponding en-
coder layer with decoder output to get the final feature map
from the decoder. We use BatchNorm and RELU after each
layer.
Material Net. We use the first five convolution blocks of
the ResNet-18 [4]. The first layer has a filter size of 7 × 7
and all subsequent layer have filters of size 3×3. The num-
ber of output filters at each layer are 64, 64, 128, 256, 512
respectively.
Attention Net. We use five fractionally strided convolu-
tional layers with output filter sizes of 512, 256, 128, 64, 1
respectively for each layer. We use filter size, stride and
padding to be 4, 2, 1 respectively.

3. Implementation Details
Input. The input to the Visual Net and Material Net is a
128x128 RGB image. We also perform image augmentation
by randomly jittering color, contrast and brightness of the
image.

The input to the Echo Net is a spectrogram from the sim-
ulated echoes. For obtaining the spectrogram, we first con-
vert the time domain audio signal into Short Time Fourier
Transform using Hanning window with a fixed window
length, hop length and frequency points. We use a two chan-
nel audio with duration of 60ms.

For Replica, we use an audio signal of 44.1kHz and con-
vert it to a 2×257×166 spectrogram using a window length
of 64, hop length of 16 and 512 frequency points.

For Matterport3D, we use an audio signal of 16kHz and
convert it to a 2 × 257 × 121 spectrogram using a window
length of 32, hop length of 8 and 512 frequency points.
Additional Parameters. We train the network on both the
datasets using Adam optimizer with learning rate of 1e− 4,
momentum of 0.9 and weight decay of 5e−4. We use batch
size of 128 for Replica and 64 for Matterport3D.

4. Evaluation Metrics
We use following metrics to evaluate our result.
We denote the predicted depth and ground truth depth as

D̂(p) and D(p) for every point p. We further use only those
points that have valid depth value, i.e. the missing values
and the points having zero depth value in D are ignored.
We denote such valid points as |D|.

• Root Mean Square Error:√
1

|D|
∑
p∈D

|D̂(p)−D(p)‖2 (1)

• Mean absolute relative error:

1

|D|
∑
p∈D

D̂(p)−D(p)

D̂(p)
(2)

• Mean log10 error:

1

|D|
∑
p∈D

log10(D̂(p))− log10(D(p)) (3)

• δt is the percentage of pixels within the error range t.
We define the error range as mentioned below

max(
D̂(p)

D(p)
,
D(p)

D̂(p)
) < t (4)

where t ∈ {1.25, 1.252, 1.253}.

5. More Qualitative Results
We give more qualitative results of depth estimation

using various techniques on Replica and Matterport3D
datasets in Fig. 1 and Fig. 2 respectively. The visualiza-
tions of the attention maps from Echo Net and Visual Net
are shown in Fig. 3 (Replica) and Fig.4 (Matterport3D).
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Figure 1. Qualitative results for depth estimation on Replica dataset. From left to right - input image, depth estimation using only
echoes, depth estimation using only image, depth estimation from Visual Echoes, depth estimation using proposed method, ground truth
depth map. The proposed method has better depth estimation in complicated scenes containing many objects causing frequent depth
variations (e.g. row 1, row 4). It also provides robust depth estimation along boundaries of objects (e.g. rows 3,7,8). When the individual
depth estimations from image and echo are poor leading to poor depth estimation (closer to image) using Visual Echoes, while the proposed
method provides closer to ground truth estimation such as cabinets (row 4), door (row 9) which are completely missed by other methods.
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Figure 2. Qualitative comparisons for depth estimation on Matterport3D dataset. From left to right - input image, depth estimation
using only echoes, depth estimation using only image, depth estimation from Visual Echoes, depth estimation using proposed method,
ground truth depth map. We observe that the proposed method consistently provides better depth map estimation of smaller/farther objects
(such as chairs cf. other methods in row 6) and also at object boundaries (rows 1,4,5). It also provides closer to ground truth results on
illumination changes (row 7). We also observe that when image and echo depth estimations individually yield poor results, Visual Echoes
tend to perform poorly as well while the proposed method is still able to estimate better depth (row 7).
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Figure 3. Visualization of attention maps on Replica dataset.
From left to right - input image, attention map from Echo Net,
attention map from Visual Net.
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Figure 4. Visualization of attention maps on Matterport3D
dataset. From left to right - input image, attention map from Echo
Net, attention map from Visual Net.
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