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In this document, we briefly summarize graph convolu-
tion networks [1], and provide more details of Bridge to
Answer and more qualitatively results that demonstrate the
advantage of our method.

1. Graph Convolution Networks
A graph G can be represented by a tuple G = {V, E},

where V is the set of vertices and E is the set of edges repre-
senting the connectivity between vertices, such that the ver-
tices vi and vj are connected with the edge weight eij . An
adjacency matrix A contains the connectivity between ver-
tices and their edge weights in a fully-connected or a sparse
matrix form. The graph convolution networks (GCNs) [1]
have been proposed to learn richer representations of ver-
tices by aggregating the representations from their neigh-
borhoods.

In standard GCNs, the node representations X and the
adjacency matrix A are taken as inputs of graph convolution
operation. The output of the graph convolution operation is
then obtained by following equation:

Z = σ(D−1/2ÂD−1/2XW), (1)

where Z is the output node representations, σ(·) is an acti-
vation function such as ReLU, and Â is the summation of
A and the identity matrix I, such that Â = A + I. D is a
diagonal matrix of Â and W is a trainable weight matrix of
the graph convolution layer, respectively.

In this paper, we construct fully-connected appearance
and motion graphs and a sparse question graph and apply
consecutive graph convolution layers to perform question-
to-visual and visual-to-visual interactions.

2. Channel Configurations
Our method is divided into three parts: 1) Graph con-

struction to generate appearance, motion, and question
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Notation Channel

V̂, M̂ R8×16×512, R8×512

U Rw×512

Wv , Wm, Wm R128×128, R8×8, Rw×w

Sv , Sm R128×w, R8×w

Ṽ, M̃ R8×16×512, R8×512

Uv
b , Mm

b Rw×512, Rw×512

Ûv
b , M̂m

b Rw×512, Rw×512

Sv
b , Sm

b R8×16×w, R8×w

Vf , Mf R8×16×256, R8×256

v̄, m̄ R256, R256

Table 1. Notations and channel configuration

Equ. Notation Dimensions
(5), (7) Wv

f , Wv
g R512×512

(6), (7) Wm
f , Wm

g {R512×512,R512×256}
(9), (11) Wv

gb, Wm
gb {R512×512,R512×256}

(10), (11) Wv
b , Wm

b R512×512

(13) W1, W2 R512×512, R1024×512

(13) Wy , Wy′ R512×256, R256×W

(14) Ww, Wa R512×512

(14) Wy , Wy′ R2048×512, R512×1

Table 2. Dimensional configuration for the weights

graphs, 2) question-to-visual interactions to make ques-
tion conditioned visual representations (i.e., question-to-
appearance and question-to-motion), and 3) visual-to-visual
interactions to propagate each visual information to rela-
tive visual graph (i.e., appearance-to-motion and motion-
to-appearance). To clarify the usage of each component in
our method, we provide the overall notations and channel
configurations as shown in Tab. 1.

In addition, we describe the dimensional configuration
for the weights used in Q2V and V2V interactions, as shown
in Tab. 2.



Figure 1. Qualitative comparisons with the state-of-the-art method [2]. The results show the advantages of our method in various challeng-
ing cases: (a) Requiring more accurate answer. (b) Inferring action by appearance, not motion. (c) Capturing the rapid transition of the
object. (d) Capturing the slow transition of the object. (e) Finding a target in multiple objects. (f) Processing a long and complex question.

3. More Results

In this supplementary, we provide the more quantitative
comparisons with the state-of-the-art method [2]. As shown
in Fig. 1, our model shows the advantages in various chal-
lenging cases. When the answer candidates are ambiguous,
our model finds a more plausible answer. For example, the
candidates “hit an object” and “slap tail” in Fig. 1-(a) both
can be correct answers. Our model infer a more plausible
answer “slap tail”. Fig. 1-(b) shows an example of infer-
ring action by appearance. The action of “turn off lights” is
more related to appearance information, not motion. Since
we learn the question conditioned appearance representa-
tion attributed to motion, our model adequately captures
the action with the appearance changes. In addition, our
model captures both rapid and slow transitions of an object
as shown in Fig. 1-(c) and (d). The examples of the last row
in Fig. 1 show the advantages of using the question graph.
By associating question and visual graphs and propagating

information, our model capture the object referred to in the
question when multiple objects are in the video as shown
in Fig. 1-(e). Also, more accurate processing for a long
and complex question is possible by constructing the ques-
tion graph that considers the compositional semantics of the
question.

We depict A2M interaction that represents the connec-
tions of appearance-question and question-motion as shown
in Fig. 2. Note that we depict the clips as frames sampled
at each clip for visibility. The frames and words are placed
according to temporal and word orders, and corresponding
clips of each word are placed regardless of temporal order.
Although cross-modal interactions are fully-connected, we
display the connection with the largest value in each inter-
action matrix, such that two connected nodes are associ-
ated with the maximum interaction value. For example, the
first frame is associated with the word ”man“ by the inter-
action value of 0.15, and the word ”man“ is related to the
forth clip by the interaction value of 0.33. When all the



Clips
(Motion)

Question

Frames
(Appearance)

What did the man play in airportthewomanato

0.15 0.1 0.12 0.11 0.12 0.2 0.23 0.14 0.18 0.18 0.16 0.14

0.21 0.21 0.24 0.33 0.4 0.13 0.18 0.22 0.19 0.21 0.38

Figure 2. Visualization of A2M interaction. Although any two graphs are fully connected by interaction value, we only indicate the
connection with the largest value in each interaction matrix for visibility. Note that the clips are represented by frames sampled from each
clip.

nodes are connected with the equal weights, the values for
appearance-question and question-motion interactions are
0.09 and 0.125, respectively.
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