1. Task Incremental Learning (Generalized Zero-Shot Setting)

We use our approach RKR to work for the task incremental generalized zero-shot learning problem setting described in [8]. The authors in [8] experimentally show that CADA-VAE [6] suffers from catastrophic forgetting in the image/visual features encoder when trained in the task incremental generalized zero-shot learning setting. They propose LZSL to solve this problem. For a fair comparison with LZSL, we use the same setting, setup, and base architecture (CADA-VAE) as used in LZSL [8].

1.1. CADA-VAE

In this section, we provide a brief overview of the CADA-VAE framework. For complete details, please refer to [6]. In the generalized zero-shot learning setting, there are S seen classes and U unseen classes, and we have labeled training examples for the seen classes only. The test images can be from both the seen and unseen classes. For each seen and unseen class, we have access to their class/attribute embeddings, which are generally vectors of hand-annotated continuous attributes or Word2Vec [3] features. Zero-shot learning methods leverage the class/attribute embeddings to transfer information from seen classes to the unseen classes. Similar to most zero-shot learning methods, CADA-VAE operates on image features extracted by a pre-trained network (ResNet-101).

The CADA-VAE framework consists of a variational autoencoder (VAE) for image/visual features \( E_v, D_v \) and a VAE for the class/attribute embeddings \( E_a, D_a \), each having an encoder and decoder (see Fig. 1). The two encoders project the image features and class embeddings to the common latent embedding space, respectively, and the decoders reconstruct the image features and class embeddings from their latent embeddings. Specifically, the image features encoder \( E_v \) maps the image features to \( \mu_v \) and \( \Sigma_v \) in the latent embedding space. Similarly, the class embeddings encoder \( E_a \) maps the class embeddings to \( \mu_a \) and \( \Sigma_a \). CADA-VAE learns a common latent embedding space for both the image/visual features and the class/attribute embeddings and brings the latent embeddings of the image features and class embeddings closer in the latent embedding space. It utilizes cross-alignment loss (CA) and distribution-alignment loss (DA) apart from the VAE loss to achieve this objective. Cross-alignment involves training the class embeddings decoder to generate corresponding class embedding from the latent features of the images of that class and vice-versa. Distribution-alignment involves training the encoders of the image features and class embeddings to minimize the Wasserstein distance between the Gaussian distributions of their latent embeddings. After training the VAEs, CADA-VAE uses the \( \mu_v \) and \( \Sigma_v \) of all the seen and unseen class embeddings to sample embeddings (using the reparametrization trick) for both the seen and unseen classes from the learned latent embedding space. It trains a classifier using these latent embeddings in order to classify the test images. At test time, the pre-trained network extracts image features from the test images. The image/visual features encoder \( E_v \) maps the test image features to the latent embedding space. The classifier then predicts the class for the test image latent embeddings.

Task Incremental Generalized Zero-shot Learning: The authors in [8] apply CADA-VAE to a task incremental generalized zero-shot learning setting where each task is a separate dataset and each task contain seen and unseen classes. After training the VAEs on a task \( t \), embeddings can be sampled from the latent embedding space using the \( \mu_v \) and \( \Sigma_v \) of all the seen and unseen classes. These latent embeddings are used to train a classifier. The classifier will be able to predict the classes of the test image embeddings of that task produced by the visual features encoder \( E_v^t \). However, when the network is trained on a new task \( t+1 \), the image/visual features encoder \( E_v^{t+1} \) weights will change. As a result, the test image features (input to \( E_v^{t+1} \)) for the test images from a previous task will get mapped to a different latent space (output of \( E_v^{t+1} \)) than the one obtained just after training the network on that task. Since the classifier will classify on the basis of the output of \( E_v^{t+1} \), the predictions for the test images from the previous tasks will be
Figure 1: Illustration of CADA-framework.

Figure 2: Illustration of CADA-framework with our proposed RKR image/visual features encoder ($E_{t^rkr^v}$). The framework consists of a pre-trained network for extracting image features and two variational autoencoders, one for the image/visual features and the other for the class/attribute embeddings. $E_{t^rkr^v}$ is our proposed RKR image/visual features encoder for task $t$ (shown with a dashed border), that adapts the network for task incremental learning. Image feature $x_t$, extracted by the pre-trained network from an image, is fed to $E_{t^rkr^v}$, which maps it to $\mu_t^v$ and $\Sigma_t^v$ in the latent space. The attribute encoder $E_t^a$ maps the attribute/class embedding $c_t$ of that image to $\mu_t^a$ and $\Sigma_t^a$ in the latent space. The network is trained on the standard VAE loss, cross-alignment loss $L_{CA}$ and distribution-alignment loss $L_{DA}$.

Incorrect. Therefore, the CADA-VAE performance suffers in the task incremental generalized zero-shot learning setting due to the catastrophic forgetting in the visual features encoder. The authors in [8] propose LZSL to tackle this problem by using selective parameter retraining and knowledge distillation to preserve previous task knowledge.

**Applying RKR:** In order to prevent catastrophic forgetting, we apply RKR to the image/visual features encoder $E_{t^v}$, that only contains fully connected layers, to obtain $E_{t^rkr^v}$ (Fig. 2). Specifically, we use weight rectifications and scaling factors for each layer in the image/visual encoder to quickly adapt it to any task. We train the full network on the first task (base network). For every new task, we only learn weight rectifications and scaling factors for all network layers to adapt them to the new task. In the generalized zero-shot learning setting, we learn the weight rectifications and the scaling factors based on the seen classes of the given task and use them during testing for classifying both seen and unseen classes of that task. Therefore, during testing, the image features encoder will map the test image features for each task to the same embedding space as expected by the classifier.

**1.2. Datasets**

For the task incremental generalized zero-shot learning problem, we experiment with the Attribute Pascal and Yahoo (aPY) [1], Animals with Attributes 1 (AWA1) [9], Caltech-UCSD-Birds 200-2011 (CUB) [7], and SUN Attribute dataset (SUN) [5] datasets. Other details regarding the datasets are provided in Table 1. For a fair comparison, we use the same sequence of training datasets given in [8], which is aPY, AWA1, CUB, and SUN. However, we also report the results for three other cases with a different first dataset. We report the average per-class top-1 accu-
Table 1: Datasets used in the task incremental generalized zero-shot learning problem.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class Embedding Dimensions</th>
<th>Images</th>
<th>Classes Seen</th>
<th>Unseen</th>
</tr>
</thead>
<tbody>
<tr>
<td>aPY</td>
<td>64</td>
<td>15339</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>AWA1</td>
<td>85</td>
<td>30475</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>CUB</td>
<td>312</td>
<td>11788</td>
<td>150</td>
<td>50</td>
</tr>
<tr>
<td>SUN</td>
<td>102</td>
<td>14340</td>
<td>645</td>
<td>72</td>
</tr>
</tbody>
</table>

accuracy for the unseen classes (U), seen classes (S), and the harmonic mean of the two accuracies (H) for each dataset ($H = \frac{2\times U \times S}{U + S}$). Our objective is to achieve high H accuracy as it is not skewed towards either the seen or unseen classes. The results are obtained after the training has been completed on all the datasets.

1.3. Implementation Details

For our experiments, we extract the image features of 2048 dimensions from the final pooling layer of an ImageNet pre-trained ResNet-101. In the case of image features, the encoder and decoder of CADA-VAE have 1560 and 1660 hidden layer nodes, respectively. In the case of class embeddings, the encoder and decoder have 1450 and 660 hidden layer nodes, respectively. The latent embeddings are of size 64. For all the datasets, the model is trained for 100 epochs with batch size 50 using the Adam optimizer [2]. CADA-VAE also uses a few hyper-parameters, i.e., $\delta$, $\gamma$, $\beta$. $\delta$ is increased from epoch 6 to epoch 22 by a rate of 0.54 per epoch, while $\gamma$ is increased from epoch 21 to 75 by 0.044 per epoch. The $\beta$ weight of the KL-divergence term is increased by a rate of 0.0026 per epoch up to epoch 90. A learning rate of 0.00015 is used for the VAEs, and a learning rate of 0.001 is used for the classifiers. L1 distance is used for the reconstruction error. These settings have been proposed in [6] and were also used in [8]. We report the average results of five runs for our method.

2. Performance

For task incremental learning, we perform five runs of every experiment for both the zero-shot and non zero-shot settings and report the average accuracy. The variations in our results are very low, e.g., for CIFAR-100 with ResNet18 and LeNet, the 95% confidence interval for the final average session accuracy is $87.6 \pm 0.467\%$ and $69.58 \pm 0.55\%$ respectively.

3. Hardware and Software Specifications

We have performed all our experiments in PyTorch version 0.4.1 [4] and Python 3.0. For running our experiments, we have used a GeForce GTX 1080 Ti graphics processing unit.
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