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In this supplementary, we provide more implementation
details of co-grounding feature learning in Sec. 1. More
overall grounding results are presented in Sec. 2 to show the
effectiveness of semantic attention and co-grounding fea-
ture learning. In Sec. 3, by visualizing attention patterns, we
analyze how semantic attention improves the single-frame
accuracy and how co-grounding feature learning improves
grounding consistency across frames.

1. Implementation details of co-grounding fea-
ture learning

As the overall framework shown in the main paper (Fig-
ure 2), during training, we need to sample two frames from
a video as input, and then forward the network for co-
grounding feature learning. In practice, we take two ad-
jacent frames as a training pair. During inference, we con-
sider multiple neighboring Tr frames as reference. When
we predict the bounding box for the t∗-th frame, given the
visual feature Ft∗ ∈ RH×W×D from the visual encoder
and its neighboring features F = [Ft∗−∆t, ..,Ft∗+∆t],
where ∆t = bTr/2c, we calculate the normalized affini-
ty matrix M ∈ RHW×HWTr . Then we integrate F with
the matrix M as illustrated in Sec.3.2 in the main paper,
and obtain F′t∗ . The final visual feature is generated by
Vt∗ = F′t∗⊕Ft∗ , where⊕ is concatenation along the chan-
nel. Table 1 shows the effect of Tr. We set Tr = 5 in our
experiments.

Table 1. The effect of Tr on the VID dataset in terms of Acc.@0.5
and mIoU.

Tr=3 Tr=5 Tr=7
Acc.@0.5 59.40 59.48 59.51
mIoU 0.490 0.494 0.495

2. Overall grounding results
More grounding results are presented in Figure 1. Each

row shows the results obtained from different models. The

ground-truth bounding boxes are denoted in green, while
the predicted results are denoted in blue. The baseline mod-
el is from [1]. With semantic attention, SL-Att. is able to
improve the single-frame grounding accuracy compared to
baseline. However, bounding box drifting is observed (see
the second rows in Figure 1(a), Figure 1(b) and Figure 1(c)).
It is mainly because the features from a single frame are
vulnerable to scene dynamics. With co-grounding feature
learning, the visual features are enhanced by neighboring
features, leading to more robust representations. There-
fore, we obtain stable and consistent results from CG-SL-
Att. (see the third rows in Figure 1(a), Figure 1(b) and Fig-
ure 1(c)).

3. Visualizations on semantic attention

•How does semantic attention improve the single-frame
accuracy? We provide more visualizations on semantic at-
tention obtained from SL-Att. in Figure 2 and Figure 3, to
see how the model improves grounding accuracy for a s-
ingle frame compared to baseline [1]. The expressions are
shown above the images. In Figure 2(a) and Figure 2(b), we
observe similar subject attention patterns for the visual fea-
tures, corresponding to ‘smallest elephant’ and ‘gray ele-
phant’ in the expressions, respectively. However, the loca-
tion words ‘left’ and ‘right’ lead to different location atten-
tion maps. The cues in location help the model predict the
correct bounding boxes (shown in red in the third column-
s). The other example shown in Figure 3 illustrates the cues
for subject help distinguish the grounding results. In sub-
ject attention, the words related to ‘ship floats’, ‘padding its
tail’ are attended, and subject attention maps show differ-
ent response according to the expression. Though there is
no dominant word indicating location in the expressions of
Figure 3(a) and Figure 3(b), we still obtain reasonable loca-
tion attention maps, which are generated under the guidance
of subjects.
• How does co-grounding feature learning improve
grounding consistency across frames? Figure 4 and Fig-
ure 5 show the attention comparisons between SL-Att. and
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CG-SL-Att. to illustrate how co-grounding features im-
prove grounding consistency. For the same expression, the
attentions from the two models share similar patterns. How-
ever, different response for visual features are observed, and
further leads to different predictions. In Figure 4(a), SL-
Att. predicts the bounding box incorrectly due to the wrong
subject response (indicated by the black arrow). With co-
grounding feature learning, such subject response is elim-
inated as shown in Figure 4(b), providing correct cues for
CG-SL-Att. to predict the correct bounding box. The simi-
lar phenomenon is also observed in Figure 5. Without refer-
ence from neighboring frames, SL-Att. regards the stone on
the left as ‘antelope’ (indicated by the black arrow in Fig-
ure 5(a)) in the subject attention map. On the contrary, co-
grounding features are more robust for cross-modal match-
ing and we see clear response for ‘antelope’ in the subject
attention map of Figure 5(b). Besides, correct subject re-
sponse provides correct guidance for reasonable location at-
tention maps (see the second columns in Figure 4 and Fig-
ure 5). The final predicted results (in blue) are shown in the
third columns, where ground-truths are in green. We see
that CG-SL-Att. outperforms SL-Att. due to correct refer-
ring cues obtained from robust visual features.
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(a) The smallest elephant on the left in the water paces and drinks in the water.

(b) The black whale on the right is jumping down the sea, making a lot of water spray.

(c) A train with lots of carriages is moving from left to right crossing a bridge with black smoke.

Figure 1. Overall grounding results. The expression queries are in sub-captions. The ground-truths are in green, and the predicted results
are in blue. The baseline results are obtained by per-frame inference with [1]. It is observed that SL-Att. is able to improve grounding
accuracy compared to baseline. CG-SL-Att. further improves grounding consistency across frames.
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(a) The subject attention map shows response to ‘smallest elephant’, while the location attention map shows response to ‘left’.

(b) The subject attention map shows response to ‘gray elephant’, while the location attention map shows response to ‘right’.

Figure 2. Attention visualization for SL-Att. to show semantic attention provides explicit referring cues. The bounding boxes of ground-
truths, baseline and SL-Att. are in green, blue and red, respectively. The baseline results are obtained by per-frame inference with [1].

(a) The subject attention map shows response to ‘ship floats’, and the location attention map shows response to the subject
accordingly.

(b) The subject attention map shows response to ‘padding its tail’, and the location attention map shows response to the subject
accordingly.

Figure 3. Attention visualization for SL-Att. to show semantic attention provides explicit referring cues. The bounding boxes of ground-
truths, baseline and SL-Att. are in green, blue and red, respectively. The baseline results are obtained by per-frame inference with [1].
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(a)

(b)

Figure 4. Attention comparison between SL-Att. and CG-SL-Att.. It is observed the incorrect subject response from SL-Att. (black arrow
in (a)) is eliminated by co-grounding feature learning (black arrow in (b)), providing CG-SL-Att. with correct subject cues. We show the
final predicted bounding boxes in the third columns. The ground-truths are in green, and the predicted results are in blue.

(a)

(b)

Figure 5. Attention comparison between SL-Att. and CG-SL-Att.. In (a), SL-Att. regards the stone as ‘antelope’ (black arrow in (a)) in the
subject attention map. In (b), the subject attention map is more accurate due to co-grounding feature learning. Besides, subject response
also provides guidance for location attention maps. We show the final predicted bounding boxes in the third columns. The ground-truths
are in green, and the predicted results are in blue.
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