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Figure 1. The architecture of our LAT includes an encoder-decoder structure and the classification module. By optimizing the encoder-
decoder structure and the classification module jointly, the lesion-aware filters can be learned to identify diverse lesion regions for DR
grading and lesion discovery.

In the supplementary material, we first introduce the
details about the self-attention, cross-attention and feed-
forward network (FFN) in LAT. Then we show more vi-
sualization results and analyze them.

1. Model Architecture

The overall architecture of the proposed model is shown
in Figure 1, which contains a pixel relation based encoder, a
lesion filter based decoder and the classification module. S-
ince our model is based on the transformer architecture [2],
in this section, we give more details about the self-attention,
cross-attention and the feed-forward network (FFN) in pro-
posed LAT.

1.1. Self-Attention and Cross-Attention Unit

As shown in Figure 2, the difference between self-
attention and cross-attention is whether the keys and queries
are derived from the same input. The common point is that
both types of attention include a multi-head attention mech-
anism (described in the paper). In addition, there is a residu-
al connection and dropout and layernorm [1] to get the final
output.
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Figure 2. The detailed architecture of the attention unit.

1.2. Feed-Forward Network

The feed forward network (FFN) is a simple neural net-
work containing two fully connected layers with ReLU
activations. There is also a residual connection, dropout
and layernorm [1] after the two layers. Formally, given
X ∈ RL×D as the input, then we can get

X̂ = ReLU(XW1 + b1)W2 + b2, (1)

where W1 ∈ RD×D, W2 ∈ RD×D, b1 ∈ R1×D and b2 ∈
R1×D. Then the final output X̃ ∈ RL×D can be calculated
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Figure 3. The detailed architecture of the feed-forward network
(FFN) in the pipeline of the proposed LAT.

by

X̃ = LayerNorm(X + dropout(X̂)). (2)

The detailed architecture of the feed-forward network
(FFN) is shown in Figure 3.

1.3. More Visualization Results

With the help of the proposed pixel relation based en-
coder and the lesion filter based decoder, our model can
identify diverse lesions. Although we do not have any le-
sion information for model training. Even for the most se-
vere level that contain many lesions, LAT can easily identify
most of the lesions, which is very meaningful for automatic
DR diagnosis based on image-level supervision. LAT can
also find other unannotated but important lesions, which of-
ten requires specialized equipment to identify such as reti-
nal neovascularizations.

In order to better understand the effectiveness of our
method, we show more visualization results of discovered
lesion regions in Figure 4. We can observe that in the pre-
vious visualization results, the proposed LAT can discover
the complete lesion region. However, when the distribution
of lesions is very complicated, even when the fundus im-
age is full of lesions, our model may not be able to identify
all the lesion regions. As shown in Figure 4, the undiscov-
ered lesion regions are highlighted in red. This is because
we do not use any lesion information as supervisory signals
for model training. In order to cope with the more extreme
distribution of lesions in fundus images, we should further
explore the constraint strategy for the lesion-aware filters.
This is what we need to solve in the future.
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Figure 4. More visualization results. When the distribution of lesions is very complicated, even when the fundus image is full of lesions,
our model may not be able to identify all the lesion regions. The undiscovered lesion regions are highlighted in red. And the ground-truth
contains microaneurysms, haemorrhages, soft exudates and hard exudates, annotated with green, yellow, green and blue respectively.


