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1. Experiments on Cityscapes

We also conduct experiments on Cityscapes [1]. The
Cityscapes benchmark includes 2975, 500 and 1525 im-
ages with fine instance segmentation annotations for train-
ing, validation and testing, respectively. It also has 20K
images with coarse annotations, which we do not use. Ex-
cept that we do not use the mask annotations, we use the
same training settings for Cityscapes as in Detectron2 [2].
The model is initialized with the BoxInst model pre-trained
on COCO. During training, we only update the weights
in FCOS classification branch to avoid overfitting. The
other hyper-parameters for the loss terms are the same as
in COCO. The results on the val split are shown in Table 1.

AP AP50 person rider car truck bus train mcycle bicycle
24.9 51.4 24.4 10.3 37.0 25.8 50.1 28.9 12.8 10.2

Table 1: Box-supervised instance segmentation results on
Cityscapes val split. ResNet-50 is used as the backbone.

2. Box-supervised Character Segmentation

In order to demonstrate the generality of BoxInst, we
conduct experiments to obtain the character masks with
character box annotations. Our experiments are conducted
on the ICDAR 2019 ReCTS dataset [3], which contains
20K training images and 5K testing images. These images
are annotated with text-line and character-level boxes. We
train our model with the character boxes. All the train-
ing settings are the same as that of COCO. Since we do
not have mask annotations for the testing set, it is impossi-
ble to report the mask AP. We instead show some qualita-
tive results in Fig. 1, demonstrating that BoxInst can obtain
high-quality character masks. The text masks might provide
useful cues for detecting and recognising text of arbitrary
shapes. We believe that the ability of BoxInst generating
character masks automatically may inspire new applications
on this task.

*Corresponding author.

Figure 1: Character masks predicted by BoxInst. No mask
annotations are used for training.

3. Video Demo
A video demo of BoxInst can be found at https://

www.youtube.com/watch?v=NuF8NAYf5L8.
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