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A. Results on the UCF101 and HMDB51

Method Pretrain Backbone UCF101 HMDB51
TSN [10] ImageNet Inception V2 86.4% 53.7%
P3D [5] ImageNet ResNet50 88.6% -
C3D [7] Sports-1M ResNet18 85.8% 54.9%
I3D [1] ImageNet+Kinetics Inception V2 95.6% 74.8%
ARTNet [9] Kinetics ResNet18 94.3% 70.9%
S3D [11] ImageNet+Kinetics Inception V2 96.8% 75.9%
R(2+1)D [8] Kinetics ResNet34 96.8% 74.5%
TSM [4] Kinetics ResNet50 96.0% 73.2%
STM [2] ImageNet + Kinetics ResNet50 96.2% 72.2%
TEA [3] ImageNet + Kinetics ResNet50 96.9% 73.3%
TDN(Ours) ImageNet + Kinetics ResNet50 97.4% 76.3%

Table 1. Comparison with the state-of-the-art methods on UCF101
and HMDB51.

To further verify the generalization ability of TDN,
we transfer the learned 16-frame TDN models from the
Kinetics-400 dataset to the UCF101 and HMDB51. These
two datasets are relatively small and the action recognition
performance on them already saturates. We follow the stan-
dard evaluation scheme on these two datasets and report the
mean accuracy over three splits. The results are summa-
rized in Table 1. We compare our TDN with previous state-
of-the-art methods such as 2D baselines of TSN [10], 3D
CNNs of I3D [1] and C3D [7], R(2+1)D [8], and other tem-
poral modeling methods [3, 2]. From the results, we can see
that our TDN is able to outperform these methods, and the
performance improvement is more evident on the dataset of
HMDB51 by around 2.5%. The action classes in HMDB51
are more relevant with motion information, and thus tempo-
ral modeling is more important on this dataset.

B. Running time analysis

We report the inference time of our TDN with on Tesla
V100 as follows. The testing batchsize is set as 16 and the
running time include all evaluation, including loading data
and network inference. The results are reported in Table 2.
From these results, we see that our TDN is slower than pre-
vious method but still could run in real-time (i.e. ≥25 FPS).

Method Frames×Clips×Crops Time (ms/video) Top1 (%)
TSN [10] 8× 1× 1 7.9 19.7
TSM [4] 16× 1× 1 16.7 47.2
STM [2] 8× 1× 1 11.1 47.5
I3D [1] 32× 3× 2 2095 41.6
S-TDM 8× 1× 1 12.3 49.5
L-TDM 8× 1× 1 15.8 48.9

TDN 8× 1× 1 22.1 52.3

Table 2. Running time analysis on a Tesla V100.

C. Visualization analysis
To further investigate the performance the TDN mod-

els, we use the technique of Grad-CAM [6] to visualize
the feature representation of different models. Specifically,
to better understand the effect of short-term TDM, we vi-
sualize the the features in Res2 stage of baseline model
(corresponding to the first row in Table 1(e) of main arti-
cle) and the TDM model only with S-TDM (correspond-
ing to third row in in Table 1(e) of main article), and the
results are shown in Figure 1. Note that, these visualiza-
tions only are performed on the center frame of 8-frame
models. From these results, the models equipped with S-
TDM focuses more on motion-relevant information. Then,
we give more visualization examples of activation maps in
Figure 2 and Figure 3. In these results, we give the visual-
ization results on 8 frames and compare our TDM models
with the baseline method (corresponding to the first row in
Table 1(e) of main article). We could see that our TDN is
able to yield more reasonable class activation maps than the
baseline method.
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Figure 1. Visualization of Res2 features with Grad-CAM. We use 8-frame TDN models to visualize on the Something-Something V1
dataset. Left: video, Middle: baseline, Right: TDN with S-TDM. Note that we only show visualization on the center frame of sampled 8
frames.
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Figure 2. Visualization of activation maps with Grad-CAM. We use 8-frame TDN models to visualize on the Something-Something V1
dataset. In the first row, we plot the 8 RGB frames. In the second row, we plot the activation maps of the baseline method without temporal
difference module (TDM). In the third row, we plot the activation maps of the TDN models.



Figure 3. Visualization of activation maps with Grad-CAM. We use 8-frame TDN models to visualize on the Something-Something V1
dataset. In the first row, we plot the 8 RGB frames. In the second row, we plot the activation maps of the baseline method without temporal
difference module (TDM). In the third row, we plot the activation maps of the TDN models.


