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1. Quantitative Comparison on Original Size

In the paper, we keep the aspect ratio of all the test set
images while resizing their long sides to 800 pixels for fair
comparison with LF-Matting[9] (their model only supports
this setting). In Table 1, we further give results for all meth-
ods except LF-matting on the original size, which performs
consistently with the setting resizing their long sides to 800
pixels.

Methods SAD MSE Grad Conn
CS-Matting[7] 6.48 42.24 55.54 18.93
Closed-Form[5] 7.09 46.15 61.54 25.44
KNN Matting[1] 7.83 50.53 64.70 33.00
Shared Matting[2] 6.61 42.08 64.18 69.22
Global Matting[3] 7.20 44.61 59.42 26.07
DIM[8] 2.26 6.02 12.69 22.98
CA-Matting[4] 1.66 3.22 8.52 15.42
GCA-Matting[6] 1.55 3.37 7.87 14.20
Ours 1.86 3.79 9.72 16.20

Table 1. Quantitative comparison on the DIM dataset. The metrics
SAD, MSE, Grad and Conn are scaled by 102, 103, 105 and 103,
respectively.

2. Details about Network Architecture

The uncertainty decoder has the same network structure
as the alpha matte decoder. In Table 2 and Table 3, we pro-
vide the details of the interactive matting network and the
local refinement network respectively.

† Corresponding Author.

3. Visual Results of Uncertainty Estimation
In Figure 1, we show some output results from our un-

certainty decoder on the DIM test dataset[8]. Obviously, the
predicted uncertainty is a good indication of the potential al-
pha matte error calculated by using the ground truth alpha
matte. On the other hand, the fact that most image regions
already get pretty good matting results further justifies the
local refinement design.

4. Results on Real-world Images
In Figure 2 and Figure 3, we provide more alpha matting

results for real-world images. The high-quality alpha matte
demonstrates the robustness of our method.
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Stage Name Layer Name Kernel Str. Ch I/O Normalization Activation Input

Encoder Stage1
conv1 3 x 3 2 4/32 BN ReLU Images
conv2 3 x 3 1 32/32 BN ReLU ES1conv1
conv3 3 x 3 2 32/64 BN ReLU ES1conv2

Skip Stage1 conv1 3 x 3 1 4/32 BN ReLU Images
conv2 3 x 3 1 32/32 BN ReLU SS1conv1

Skip Stage2 conv1 3 x 3 1 32/32 BN ReLU ES1conv2
conv2 3 x 3 1 32/32 BN ReLU SS2conv1

Encoder Stage2
res block1 3 x 3 1 64/64 BN ReLU ES1conv3
res block2 3 x 3 1 64/64 BN ReLU ES2res block1
res block3 3 x 3 1 64/64 BN ReLU ES2res block2

Skip Stage3 conv1 3 x 3 1 64/64 BN ReLU ES2res block3
conv2 3 x 3 1 64/64 BN ReLU SS3conv1

Encoder Stage3

res block1 3 x 3 2 64/128 BN ReLU ES2res block3
res block2 3 x 3 1 128/128 BN ReLU ES3res block1
res block3 3 x 3 1 128/128 BN ReLU ES3res block2
res block4 3 x 3 1 128/128 BN ReLU ES3res block3

Skip Stage4 conv1 3 x 3 1 128/128 BN ReLU ES3res block4
conv2 3 x 3 1 128/128 BN ReLU SS4conv1

Encoder Stage4

res block1 3 x 3 2 128/256 BN ReLU ES3res block4
res block2 3 x 3 1 256/256 BN ReLU ES4res block1
res block3 3 x 3 1 256/256 BN ReLU ES4res block2
res block4 3 x 3 1 256/256 BN ReLU ES4res block3

Skip Stage5 conv1 3 x 3 1 256/256 BN ReLU ES4res block4
conv2 3 x 3 1 256/256 BN ReLU SS5conv1

Encoder Stage5 res block1 3 x 3 2 256/512 BN ReLU ES4res block4
res block2 3 x 3 1 512/512 BN ReLU ES5res block1

Decoder Stage1 res block1 4 x 4 2 512/256 BN ReLU ES5res block2
res block2 3 x 3 1 256/256 BN ReLU DS1res block1

Decoder Stage2
res block1 4 x 4 2 256/128 BN ReLU DS1res block2+SS5conv2
res block2 3 x 3 1 128/128 BN ReLU DS2res block1
res block3 3 x 3 1 128/128 BN ReLU DS2res block2

Decoder Stage3
res block1 4 x 4 2 128/64 BN ReLU DS2res block3+SS4conv2
res block2 3 x 3 1 64/64 BN ReLU DS3res block1
res block3 3 x 3 1 64/64 BN ReLU DS3res block2

Decoder Stage4 res block1 4 x 4 2 64/32 BN ReLU DS3res block3+SS3conv2
res block2 3 x 3 1 32/32 BN ReLU DS4res block1

Decoder Stage5 transpose conv1 4 x 4 2 32/32 BN ReLU DS4res block2+SS2conv2
conv1 3 x 3 1 32/1 - Tanh DS5trans conv1+SS1conv2

Table 2. The detailed network structure of the interactive matting network.

Stage Name Layer Name Kernel Str. Ch I/O Normalization Activation Input
Refinement Stage1 conv1 3 x 3 1 4/64 BN ReLU Patches

Refinement Stage2

res block1 3 x 3 1 64/64 BN ReLU RS1conv1
res block2 3 x 3 1 64/64 BN ReLU RS2res block1
res block3 3 x 3 1 64/64 BN ReLU RS2res block2
res block4 3 x 3 1 64/64 BN ReLU RS2res block3

Refinement Stage3 conv1 3 x 3 1 64/1 - Tanh RS2res block4
Table 3. The detailed network structure of the local refinement network.
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A-Decoder OutputInput Image Ground Truth U-Decoder Output Oracle

Figure 1. Visual results of our uncertainty estimation (“U-Decoder Output”) on the DIM test dataset. Oracle denotes the `1-distance
between predicted alpha matte and the corresponding ground-truth. Both Oracle and the predicted uncertainty have been normalized for
visualization.
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Figure 2. Real-world image matting results.



Figure 3. Real-world image matting results.


