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Appendix
A. Skill and Concept Details

To construct a comprehensive list of common skills re-
quired to answer a VQA question, we draw information
from three sources: (1) our own annotation on 400 ran-
domly selected VQA questions; (2) user study from [20];
and (3) previous work on question types [9, 10]. The user
study in [20] only provides four types of vision skills. Ex-
isting work on question types have relevant information,
however, the question types are not always directly trans-
latable to our paradigm of skill and concept composition.
For example, concept recognition is considered as a ques-
tion type in [10] (object presence), but in our framework,
it is considered as concept grounding rather than as a sep-
arate skill. Besides, existing question types are sometimes
incomplete [10], or not representative of natural questions
typically asked about images [9]. For instance, skills that
require comparison or text reading form ∼ 6% of the ques-
tions according to our labeling results, but they are not cov-
ered in [10]. We consolidate our annotations with groupings
in existing work, which results in the following set of skills:

• Color recognition: What color hair does the woman have?
What color is his shirt?

• Attribute recognition (non-color attributes): Is the bed made?
Is this desk messy?

• Subcategory recognition: What kind of car is parked? What
kind of animals are shown?

• Action recognition: What is the man doing in the street? Are
they comparing their phones?

• Scene recognition: Is this on a farm? Are they outside?

• Counting: How many lights are there? How many zebras are
in this picture?

• Commonsense knowledge: Is the sun going down? Is this in
America?

• Positional reasoning: What is on top of the toaster? What is
the zebra standing on?

• Text Recognition: What number bus is it? What is the store
called?

• Comparison: Is the tank the same color as the toilet? Are
they facing the same direction?
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Figure 1. Novel skill-concept composition (top) and novel concept
(bottom) question statistics.

We also provide additional information and statistics of
the novel compositions. To facilitate further research on
novel-VQA evaluation, we will provide concept and skill
annotations, and the respective data indices for each set of
novel composition. The list of concepts within each concept
group is:

• {animals}: giraffe, zebra, bird, sheep, horse, elephant, cow,
dog, cat

• {vehicles}: motorcycle, airplane, plane, jet, bus, car, truck,
bike, bicycle

• {electronics}: computer, monitor, laptop, phone, cellphone

• {dishware}: plate, bowl

The list of sizes for each novel testing split is shown in
Fig. 1. To determine the compositions/concepts that we use,



we employ a few criteria: 1) each skill-concept composition
(or concept) must have a minimum of 400 training questions
and 200 testing questions; 2) for compositions, to increase
coverage and ensure the minimally required size, we use
concept groups where the concepts in a group all fall under a
broader category (e.g., {animals} = {giraffe, zebra,...}). We
then sample from these compositions/concepts to conduct
experiments on.

B. Approach Details

Here, we detail the projection functions, similarity func-
tions, and other settings for our approach. In the following
equations, all W and b are learned parameters.
Concept Grounding. For our concept grounding loss, we
want to maximize the similarity of the masked target con-
cept token to the correct concept token in the positive refer-
ence example. Since we are directly comparing tokens be-
tween examples, we model the similarity computation as an
attention [3, 12, 18] with which the model must point [19] to
the correct concept token. Specifically, our projection func-
tion, φg(·), and similarity function, sim(·, ·), are defined as

φg(x) =Wgx+ bg (1)

sim(x, y) =
xᵀy√
d
, (2)

where d is the dimension of x and y, Wg ∈ Rd×d, and bg ∈
Rd. Though this is similar to an attention, our formulation
matches more traditional contrastive learning objectives [4,
13], where

√
d is the temperature and we use a dot product

as our similarity measure.
Skill Matching. Our skill matching loss seeks to maximize
the similarity of the summary representation of the target
question with the summary representations of other ques-
tions with the same skill. To obtain summary representa-
tions of questions, we simply use mean pooling over the
question token representations. We define our projection
function, φs(·, ·), and similarity function, sim(·, ·), as

φs(x) =W (2)
s ψ(W (1)

s x+ b(1)s ) + b(2)s (3)

sim(x, y) =
cos(x, y)

τs
, (4)

where ψ is a ReLU nonlinearity and τs is a temperature
(τs = 0.5 in our experiments). Since we are not directly
comparing token representations, we use the more standard
contrastive objective [4] as opposed to the attention-based
formulation used for concept grounding.
Reference Sets and Training Procedure. When forming
our CCC candidate references from which we sample our
reference sets, we use N+ = 20 and N− = 40 (since
we have two settings for negative examples), so there are

N+ positive and N− negative examples that can be se-
lected from to form a reference set for a given target ex-
ample. Meanwhile, we use N+ = 200 and N− = 200 for
our skill matching candidate references. Then, in our multi-
task training procedure, we use psep = 0.1 as the probability
of applying our framework at each training step. Addition-
ally, we simply use N+

r = 1 and N−
r = 2 for both concept

grounding and skill matching, so the model will contrast be-
tween a single positive example and two distractor negative
examples. For our concept grounding loss, we sample one
negative example from both of our settings as our negative
examples.

C. Experimental Details

C.1. Dataset Information

We use VQA v2 [7] for our main experiments. For
training, we only use the training split. Since the testing
data of VQA v2 [7] does not have public groundtruth in-
formation, we use the validation split of VQA v2 as the
testing set for novel-VQA. To form our novel skill-concept
and novel-concept VQA test splits, we automatically label
questions with the skills and concepts using different NLP-
based rules. For labeling skills, we use question template
matching (e.g., “How many ...”) as well as verifying that
the answers fit the matched templates. For labeling con-
cepts, we utilize lemmatization and POS taggging and col-
lect the frequent nouns. We then create different training
splits that have a specific skill-concept composition or con-
cept removed.

We also run experiments on the test-dev, test-std, and
VQA-CP [1] splits of VQA v2. When evaluating on test-
dev and test-std, we train on the validation set and additional
Visual Genome data [17].

C.2. Model Configurations

All models use the same visual features [2].1 We also use
GloVe word embeddings [14].2 Our baselines from prior
work follow the recommended settings provided by the au-
thors, whenever possible.

For XNM [15], we use the implementation provided by
the authors as well as the recommended settings.3 To ensure
consistency between the two compositional models, we im-
plement StackNMN [8] within the same code base as XNM.
Specifically, we match the controller and the modules of
StackNMN to the original paper. We use hidden dimen-
sion sizes of 512 for StackNMN and 1024 for XNM. We
use the recommended number of reasoning steps, T = 3, for

1https://github.com/peteanderson80/bottom-up-
attention

2Common Crawl 840B: https : / / nlp . stanford . edu /
projects/glove/

3https://github.com/shijx12/XNM-Net

https://github.com/peteanderson80/bottom-up-attention
https://github.com/peteanderson80/bottom-up-attention
https://nlp.stanford.edu/projects/glove/
https://nlp.stanford.edu/projects/glove/
https://github.com/shijx12/XNM-Net


XNM and use the same for StackNMN. Both these models
are trained with the Adam optimizer [11] and have the same
learning rate of 0.0008 and batch size of 256.

For both X-Att [16]4 and X-BERT [5]5, we use the orig-
inal model source code. For fair comparison, we do not use
large-scale pre-training, same as our model. For X-Att, we
use the recommended settings with a hidden size of 768,
12 layers, and 12 attention heads. X-Att uses the recom-
mended learning rate of 0.0001, batch size of 64, 20 train-
ing epochs, and the Adam optimizer [11]. Due to their sim-
ilarities in architecture, we use the same settings for Base,
X-Bert and our framework for a more head-to-head com-
parison. Specifically, we use a hidden size of 512, 6 layers,
and 8 attention heads. We match the training settings as
well: a learning rate of 0.0001, batch size of 64, 13 training
epochs, step learning rate decay with a rate of 0.2, and the
Adam optimizer [11].

D. Base Model Architecture
The base model (Base), to which we apply our frame-

work, is based on the standard transformer encoder [5, 6]
with a few modifications. As is standard with transformers,
we input visual regions, question tokens, and a special CLS
that is appended to the beginning of the inputs, which we
use to predict answers via a softmax output layer. There are
two minor differences between a standard transformer and
our base model: First, before inputting the question into the
tranformer layers, we encode sequential information in the
question tokens using an bi-directional LSTM, yielding a
slight improvement than positional embeddings [18]. Sec-
ond, in each layer, the CLS token and visual regions can
attend to all inputs, including themselves, and the question
tokens only directly attend to themselves and the CLS to-
ken. The change allows the CLS token to act as a bottleneck
through which textual information interacts with the visual
information.

E. Qualitative Examples
We show VQA output examples in Fig. 2 that compare

the performance of our approach versus Base, where the
first two rows show predictions on novel skill-concept com-
positions and the last row shows predictions on novel con-
cept VQA. As a reminder, the models tested here never see
labeled image-question pairs during training. Our approach
allows the model to adapt to these unseen compositions.
We see that, for unseen compositions of counting and dif-
ferent concepts, the base model struggles to recognize and
count these concepts. For example, we observe that despite
the clear appearance of the animals in the images, the Base
model is unable to transfer the skill of counting, whereas the

4https://github.com/airsplay/lxmert
5https://github.com/ChenRocks/UNITER

model trained with our framework is able to handle these
cases. Similarly, in the third and fourth examples of the
first row, we see an interesting effect where our approach is
able to more precisely locate the specific “plate” being re-
ferred to. Another interesting example of the improvements
that our grounding framework can offer is shown in the first
three examples of the last row, where our model is able to
locate the specific object and produce the correct answer.
The last two examples of the third row show some intrigu-
ing failure cases, where our model produces plausible yet
somewhat generic answers compared to the baseline.
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How many animals
are in the picture?

Base:
Ours:

0
1

How many animals
are shown?

Base:
Ours:

0
7

True: 1 True: 7

What color are the plates
on the rack to the left?

Base:
Ours:

blue
white

True: white

What color is the
closest plate?

Base:
Ours:

orange
blue

True: blue

What vegetable is on this
plate?

Base:
Ours:

spinach
lettuce

True: lettuce

How many computers
are present?

Base:
Ours:

1
2

How many zebras are
there?

Base:
Ours:

0
3

True: 2 True: 3

Is the lamp turned
on?

Base:
Ours:

yes
no

True: no

What color is the
lamp?

Base:
Ours:

white
red

True: red

What is the ÿag on?

Base:
Ours:

ÿag
motorcycle

True: motorcycle

How many phones
are on the table?

Base:
Ours:

2
1

What is the
skateboarder wearing?

Base:
Ours:

hat
clothes

True: 1

True: hat

êWhat ÿag is the kite
styled after?

Base:
Ours:

rainbow
stripe

True: rainbow

What color is the plate in
the person's hand?

Base:
Ours:

gray
silver

True: blue

What vegetables are
shown?

Base:
Ours:

green beans
carrots

True: green beans

Figure 2. Correct, incorrect, and plausible VQA output examples for novel skill-concept composition VQA (rows 1 and 2) and novel
concept VQA (row 3), comparing the predictions of our approach (Ours) and the Base model.
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