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1. Model Detail

Dynamic Meta-filter Here we give the coding-level techni-
cal explanations of Eq. 2 and Eq. 3 in the main paper. Partic-
ularly, both equations consider operation on each position.
(1) The procedure of Eq.2 is similar to normal convolution.
A conv layer (kernel size 3, input channel c, output channel
c*k*k) is applied to support feature, leading to output size
(c*k*k)*w*h. The feature vector of position (i, j) with size
c*k*k can then be written as in Eq.2. (2) For Eq.3, we first
reshape fd(i, j) into size c*1*k*k, which is a convolution
kernel with size k, group c, output channel c. It is applied to
the corresponding query region, i.e., Bk(Xq

:,i,j). The same
procedure is applied to all (i, j). (3) The realization of Eq.3
follows idea of sliding window, where all windows with size
k*k are extracted and convolved with corresponding DMF
in form of inner production.

Adaptive Alignment The Eq. 7 in main paper can be refor-
mulated as

xq
t+1−Xq

t

a = F (Xq
t , fd), where a = 1. By grad-

ually taking smaller a, the LHS can be seen as derivative of
Xq and the whole equation can be seen as a ODE (Eq.9) in
the limit. If we take the procedure of alignment as a curve
with X-axis as number of alignment, Y-axis as query fea-
ture, the solution can then be explained as the query feature
after the alignment. Euler’s method is the most direct ODE
solver. Other adaptive solvers used by us can have adaptive
step size and estimation method, thus being able to solve
inflexible alignment.
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2. Additional Experiment Results

2.1. Comparison with state-of-the-arts using WRN

To further verify the effectiveness of our proposed
method, we train our method with the WRN-28-10 back-
bone network which is widely used in few-shot learning lit-
erature. The results on miniImageNet are listed in Tab. 1. It
is noteworthy that using WRN on FEAT [6] will lead to sig-
nificant performance drop compared to model using Res12
(1.68% on 1-shot and 1.30% on 5-shot), while such drop in
our model is less. Specifically, our method beats the nearest
rival FEAT by 2.42% on 1-shot and Robust dist++ by 1.14%
on 5-shot tasks.

2.2. Model Efficiency

As we have discussed in our paper, the implementation
of our dynamic meta-filter can be highly efficient. To show
this, we compare the training and inference time for one 5-
way 1-shot episode with the state-of-the-art method Deep-
EMD [7]. Both methods use Res12 as backbone network.
The results in Tab. 2 reflects that while both methods have
similar inference speed, DeepEMD is far slower than our
model when training, with a gap of 22.608 seconds between
two models. Such results validates our model is efficient
in practical usage while also achieving remarkable perfor-
mance.

Model miniImageNet.
1-shot 5-shot

LEO [5] 61.76±0.08 77.59±0.12
PPA [4] 59.60±0.41 73.74±0.19
Robust dist++ [1] 63.28±0.62 81.17±0.43
wDAE [3] 61.07±0.15 76.75±0.11
CC+rot [2] 62.93±0.45 79.87±0.33
FEAT [6] 65.10±0.20 81.11±0.14
Ours 67.52±0.47 82.25±0.32

Table 1. 5-way few-shot accuracy with 95% confidence interval
on miniImageNet. All methods use WRN-28-10 as backbone net-
work.



Model train(s) inference(s) Acc.
DeepEMD [7] 23.776 0.362 65.91
Ours 1.168 0.416 67.76

Table 2. Comparison of training and inference speed between our
method and DeepEMD on 1-shot miniImageNet tasks.
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