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1. Introduction
In this document, we provide additional experiments to

further examine our method, AdvStyle. In the first section,
we provide more implementation details. In the second sec-
tion, we elaborate how we collect and process our training
datasets. Lastly, we show additional experiments results
including the limitation of our proposed method, statisti-
cal measurement, editing results and analysis of binary and
non-binary attributes, and real image manipulation compar-
ison.

2. Implementation details
2.1. Distribution of Training Samples

The latent code z is sampled from the Gaussian distribu-
tion N (0, Id), where d = 512 is the dimensionality of the
latent code. The selected index k is sampled from a uniform
distribution U{1,K}, where K = 100. The step size α is
sampled from a uniform distribution U{−6, 6}.

2.2. Comparison Details

When comparing to InterFaceGAN [12], five human face
attributes are provided in their released codes, including
old, smile, pose, eyeglasses, and female, we directly use
these well-trained directions. The other human style at-
tributes and anime attributes are trained based on their pro-
vided model and default parameters. These attribute as-
sessors obtain higher than 95% accuracy on the validation
set, which is higher than the accuracy reported in their pa-
per [12].

When comparing to GANSpace [5], four human face
attributes are provided in their released codes, including
smile, pose, eyeglasses, and female, we directly use these
well-trained directions.

*Corresponding author (hesfe@scut.edu.cn). This work is sup-
ported by the National Natural Science Foundation of China (No.
61972162), and CCF-Tencent Open Research fund. Code is available at
https://github.com/BERYLSHEEP/AdvStyle.

2.3. Pretrained Generator Models

For animate attributes editing, the generator of Style-
GAN [7] is trained on the Danbooru2018 dataset [4]. For
human face attribute editing, the generator of StyleGAN is
trained on the FFHQ dataset [7]. Note that all the results
are generated by these generators, i.e., all images share the
same learned latent space, and the only difference is how se-
mantic directions are discovered. Some images may show
water droplet -like artifacts, which is a defect of the Style-
GAN network [8].

3. Attribute Datasets
For animate attributes, we aim to generate anime char-

acters with a high-resolution of 512 × 512. Some publicly
available anime datasets do not meet our needs, e.g., the im-
ages in [6] are with a low resolution of 64 × 64. To obtain
datasets with diverse attribute labels, we collect 9 attribute
datasets, corresponding to 6 character attributes and 3 anime
styles. All the images are resized to 512× 512 for training.

1. Danbooru2018 dataset [4] provides large-scale high-
resolution anime images associated with metadata.
However, the original images of the dataset contain
multiple characters in the same scene. We detect the
anime faces using a faster-RCNN [11] based anime
face detector 1, then crop the image at a larger scale
of 1.2 to include the hair of the character. We
use the above preprocessing method to obtain 7 at-
tribute datasets, including 6 character attributes of
open mouth, blunt bangs, short hair, black hair, blonde
hair, pink hair and 1 style attribute Itomugi-Kun. Each
attribute has more than 800 images.

2. Manga 109 [10, 3] consists of 109 comic books of
21142 pages drawn by professional artists. We extract
2689 anime faces according to the annotations with a

1https://github.com/qhgz2013/anime-face-detector
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FFHQ - ←− Realness −→ +
Figure 1: A failure example on realness attribute.

similar preprocessing above. These images construct a
comic style attribute dataset.

3. To simulate the real anime style of a famous artist,
we manually collect an anime style dataset from Chibi
Maruko-chan. It contains around 1000 images.

For human face attribute editing, five binary attributes
(pose, old, female, smile, eyeglasses) are trained using the
CelebA dataset [9]. Although CelebA dataset contains bi-
nary attribute annotations, we only use the positive sam-
ples for binary attributes, e.g., only the old attribute is col-
lected and the negative young direction is learned in an un-
supervised manner. Two style attributes (supermodel style
and Chinese celebrity style) are trained on datasets collected
from [1] with 1024× 1024 resolution.

4. More Results
4.1. Failure Case

Latent space exploration methods cannot produce results
that exceed the generation ability of the pre-trained gener-
ator. Therefore, even though AdvStyle can learn from any
positive samples, the transformed results may not be sat-
isfactory for those attributes are too far from the original
domain. We explore this limitation by learning a realness
attribute to convert anime characters to human using the
FFHQ training dataset. As shown in Fig. 1, we cannot map
an anime character to a human face, but learn a direction
to simulate real human face distributions, like adding face-
shading effects.

4.2. Statistical Measurement

As shown in Fig. 2, we utilize the FID scores to measure
the diversity and quality of the editing results. Compared to
InterFaceGAN, the FID scores of AdvStyle are more stable
and closer to the original scores in both binary and non-
binary attributes. Even for the challenging multi-attributes
manipulation, the FID scores only slightly degrade which
shows the learned directions are disentangled to each other.

4.3. Real Image Manipulation

Here we supplement more real image manipulation re-
sults by comparing with three methods, StyleRig [13],
StyleFlow [2], and InterFaceGAN [12]. We have not com-
pared with StyleRig and StyleFlow in the main text for the
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Figure 2: FID scores for single and multiple attributes ma-
nipulation with anime characters.
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Figure 3: Real image manipulation.

following reasons. First is that StyleRig uses 3D vertices for
training (as discussed in Table 1 of the main text), which
is substantially different from image-only training setting.
Second is that StyleFlow was not a formal publication at
the date of the CVPR deadline.

Despite all that, we have further compared with these
methods in Fig.3. As StyleRig does not release the source
code, we directly copy the images from the paper, and ap-
ply the official implementation of StyleFlow to generate
the outputs. We can see that, although StyleRig is jointly
trained with pose, smile and illumination attributes, both
the pose and smile attributes are entangled with illumina-
tion. For StyleFlow, the results are with blurry artifacts,
especially for the smile attribute. The editing results of
InterFaceGAN create unnatural artifacts on pose attribute.
Furthermore, we challenge the failure case (the right exam-
ple of Fig. 3) presented in StyleRig, and the editing results
show that our method achieves better disentanglement and
identity preservation.

4.4. Attribute Manipulation Results

From Fig. 4 to Fig. 19, these results supplement the edit-
ing results in the main submission and here we will focus
on attributes that are not discussed in the paper.

Binary Attributes Manipulation. For human face at-
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tribute editing, we mainly compare AdvStyle with the su-
pervised binary method InterFaceGAN [12] and unsuper-
vised method GANSpace [5], and the latter supports four
attributes of smile, pose, eyeglasses, and female. Although
unsupervised method can discover unexpected attributes,
the found directions are not disentangled as supervised
method does. As shown in the bottom right corner of Fig. 4,
the headband disappears when editing the smile attribute
with the direction learned by GANSpace. We also find that
pose (Fig. 5) and eyeglasses (Fig. 6) directions learned by
GANSpace are entangled with hairstyle and smile, respec-
tively.

On the other hand, both supervised methods InterFace-
GAN and our AdvStyle achieve similar editing results on
the simple binary attributes like smile, pose, and eyeglasses
(Fig. 4, Fig. 5, and Fig. 6). However, for binary attributes
that involve global editing, like old and female, entangle-
ment problem also occurs in InterFaceGAN. For example,
the old direction is entangled with eyeglasses (Fig. 8), while
the female direction is entangled with hairstyle, beard, and
smile (Fig.7). Also, there are problems with the continuous
attribute like short hair in Fig. 12, as the boundary of pos-
itive and negative samples are not distinct, leading to mod-
ification on irrelevant anime style. The comparison results
show that our proposed method AdvStyle achieves better
disentanglement.

Non-binary Attributes Manipulation. For non-binary
attribute editing, the compared supervised method Inter-
FaceGAN fails in most cases. As shown in Fig. 13, chang-
ing the blunt bangs direction of InterFaceGAN leads to
large variations in anime style. Besides, the negative di-
rection is uncorrelated with bangs attribute but produces an
unknown hair style. For the black hair attribute in Fig. 14
and the pink hair attribute in Fig. 16, InterFaceGAN mainly
finds a dark green hair direction and purple hair direc-
tion which are not correct. On the contrary, our AdvStyle
can learn accurate directions not only in binary attributes
but also in non-binary attributes. For example, the comic
style strengthens the edges of the characters (Fig. 18) and
the maruko style produce a baby-like character while pre-
serving the original identity since the characters in Maruko
dataset are cute with baby-like faces (Fig. 19).
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hofer, and Christian Theobalt. Stylerig: Rigging stylegan for
3d control over portrait images. In CVPR, pages 6142–6151,
2020. 2

3



O
ur

s
In

te
rF

ac
eG

A
N

G
A

N
Sp

ac
e

O
ur

s
In

te
rF

ac
eG

A
N

G
A

N
Sp

ac
e

←− Smile −→ ←− Smile −→

Figure 4: Manipulation on smile attributes. Images are generated by moving in positive or negative directions.
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←− Pose −→ ←− Pose −→

Figure 5: Manipulation on pose attributes. Images are generated by moving in positive or negative directions.
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←− Eyeglasses −→ ←− Eyeglasses −→

Figure 6: Manipulation on eyeglasses attributes. Images are generated by moving in positive or negative directions.
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←− Female −→ ←− Female −→

Figure 7: Manipulation on female attributes. Images are generated by moving in positive or negative directions.
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←− Old −→ ←− Old −→
Figure 8: Manipulation on old attributes. Images are generated by moving in positive or negative directions.
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←− Chinese Celebrity −→ ←− Chinese Celebrity −→
Figure 9: Manipulation on Chinese celebrity attributes. Images are generated by moving in positive or negative directions.
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←− Supermodel −→ ←− Supermodel −→
Figure 10: Manipulation on supermodel attributes. Images are generated by moving in positive or negative directions.
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←− Open Mouth −→ ←− Open Mouth −→
Figure 11: Manipulation on open mouth attributes. Images are generated by moving in positive or negative directions.
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←− Short Hair −→ ←− Short Hair −→
Figure 12: Manipulation on short hair attributes. Images are generated by moving in positive or negative directions.
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←− Blunt Bangs −→ ←− Blunt Bangs −→
Figure 13: Manipulation on blunt bangs attributes. Images are generated by moving in positive or negative directions.
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←− Black Hair −→ ←− Black Hair −→
Figure 14: Manipulation on black hair attributes. Images are generated by moving in positive or negative directions.
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←− Blonde Hair −→ ←− Blonde Hair −→
Figure 15: Manipulation on blonde hair attributes. Images are generated by moving in positive or negative directions.
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←− Pink Hair −→ ←− Pink Hair −→
Figure 16: Manipulation on pink hair attributes. Images are generated by moving in positive or negative directions.
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←− Itomugi-Kun −→ ←− Itomugi-Kun −→
Figure 17: Manipulation on Itomugi-Kun attributes. Images are generated by moving in positive or negative directions.
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←− Comic −→ ←− Comic −→
Figure 18: Manipulation on comic attributes. Images are generated by moving in positive or negative directions.
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←− Maruko −→ ←− Maruko −→
Figure 19: Manipulation on maruko attributes. Images are generated by moving in positive or negative directions.
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