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Appendix A. Detailed Explanation of DSCE
We use Cj to denote the j-th centroid (1 ≤ j ≤ Nc).

pj =
exp(CT

j f/τ)∑Nc
m=1 exp(CT

mf/τ)
is the probability of assigning f to

the j-th class and
∑Nc

j=1 pj = 1. ŷ is the one-hot vector

of f obtained by clustering. ỹj =
exp (ŷj)∑Nc

m=1 exp (ŷm)
is the j-th

element of softmax-normalized ŷ. Then, we have:

ỹj =

{
1

Nc−1+e , ŷj = 0
e

Nc−1+e , ŷj = 1
. (1)

The DSCE loss in our paper can be reformulated as:

Ldsce = −
Nc∑
j=1

pj log ỹj . (2)

[1] proves that a loss function L is robust to noisy labels
if it satisfies the following constraint:

Nc∑
k=1

L(f , k) = Z, (3)

where L(f , k) indicates the loss when the class label is k.
Next, we will prove that DSCE loss satisfies Eq. 3.

Theorem 1 In a multi-class classification problem, the pro-
posed DSCE loss (Eq. 2) satisfies the constraint in Eq. 3.

Proof 1 When the class label is k-th class, i.e., ŷk = 1,
Eq. 2 can be reformulated as:

Ldsce(f , k) = −pk log(ỹk)−
Nc∑
j 6=k

pj log(ỹj). (4)
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For convenience, we define Q = 1
Nc−1+e . According to

Eq. 1, Eq. 4 can be simplified as:

Ldsce(f , k) = −pk log(eQ)− (logQ)

Nc∑
j 6=k

pj

= −(1 + logQ)pk − (1− pk) logQ

= −pk − logQ.

Then, we have:

Nc∑
k=1

Ldsce(f , k) = −
Nc∑
k=1

pk −
Nc∑
k=1

logQ

= −1−Nc logQ.

Therefore, the proposed DSCE loss satisfies Eq. 3 and is
robust to noisy labels. �
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